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A set of model equations is derived by piecewise integration of the primitive equa-

tions of motion through an arbitrary number, N , of layers. Within each layer,

an independent velocity profile is determined. With N separate velocity profiles,

matched at the arbitrary interface of the layers, the resulting set of equations will

have 2N -1 free parameters, allowing for an optimization with known analytical

properties of water waves. The one- and two-layer models are examined in-depth

in this thesis. The one-layer model is equivalent to the well-studied ”extended”

Boussinesq model, which is accurate up to kh=3. The optimized two-layer model

shows good linear behavior up to a kh of 8, while second-order nonlinear behavior

is well-captured to kh values near 6.

A high-order, predictor-corrector, finite-difference numerical algorithm is de-

veloped for the one- and two-layer models. Included in this numerical code is

a parameterization of wave breaking and bottom friction, as well as a moving

boundary scheme to simulate wave runup and rundown. These aspects of the code

are tested against analytic solutions and experiments, exhibiting satisfactory to

excellent agreement.

Using the one-layer version of the numerical model, wave generation by sub-

aerial and submarine landslides and slumps is investigated. Based on comparisons



with nonlinear potential flow theory, and deep water accuracy limitation of the

one-layer model is found. Two cases studies are presented, examining the devas-

tating landslide-tsunami at Papua New Guinea in 1998 and the potential tsunami

due to sources off the northern coast of Puerto Rico. The importance of frequency

dispersion (deep water) effects and physical slide characteristics, such as slide du-

ration and acceleration, on the generated tsunami height and eventual shoreline

runup are discussed.

Using experimental data for such problems as wave evolution over a submerged

bar and generation by a submerged landslide, it is shown that the two-layer model

yields highly accurate results for problems beyond the applicability range of the

one-layer model. Nonlinear deep water wave groups are simulated, indicating the

limitations of the two-layer model. Finally, a two horizontal dimension (2HD)

experiment is numerically recreated. This simulation represents the first 2HD

simulation using the ”high-order” class of depth-integrated equations, and shows

again the accuracy of the two-layer model in the deep water regime.
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Chapter 1

Introduction

1.1 Coastal Modeling Background

A water wave model that can accurately simulate various aspects of wave trans-

formation in coastal regions is an extremely valuable engineering tool. Such a tool

would require the ability to model refraction, diffraction around coastal structures

such as breakwaters, nonlinear effects such as shoaling, interaction with both im-

permeable and porous beach protection structures, as well as wave breaking and

runup. All of these processes need be correct not only for the long waves that typi-

cally dominant coastal wave fields, but for intermediate and moderately short wave

components as well, which are generated in coastal regions through nonlinearity.

The earliest large-scale attempts to model coastal regions include methods such

as wave ray theory. These methods could typically handle all wavelengths, but

were limited to small amplitude waves (linear theory), slowly varying bathymetry,

and weak diffraction effects. In time, enhancements were made to these models

so that wave breaking could be approximated. However, due to the simplicity of

the underlying model, these nonlinear, complex wave transformations were crudely

1
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captured.

The next major group of wave propagation equations are the depth-integrated

equation models. These models make some approximation of the vertical distri-

bution of the flow field, allowing for the reduction of a three dimensional problem

to a two dimensional one. Depth-integrated models are derived from a long wave

expansion/perturbation, and therefore are not valid at all wavelengths. The sim-

plest depth-integrated model, the Nonlinear Shallow Water Wave equations, is

accurate for only the longest of waves, such as tides or tsunamis, and cannot be

applied reliably for wind wave evolution in coastal regions. The Boussinesq and

Boussinesq-type equations, the focus of this thesis, have demonstrated a great use

in coastal regions. These models inherently include wave processes such as shoal-

ing, diffraction, refraction, wave-wave and wave-current interactions, and nonlinear

transformation, although great care must be taken to understand the deep water

accuracy limitations.

Only the complete equations, such as the Navier-Stokes equations, include all

of the stated transformation processes for waves of any length. The computational

requirements of these equations are hindering; a large scale coastal simulation

utilizing the complete equations is probably a number of decades away. Thus

for practical engineering purposes, attention is currently focused on the depth-

integrated models.

1.2 Depth-Integrated Equations

The past decade saw the advent and wide spread applications of Boussinesq-type

equation models for studying water wave propagation in one and two horizon-
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tal dimensions. This depth-integrated modeling approach employs a polynomial

approximation of the vertical profile of the velocity field, thereby reducing the

dimensions of a three dimensional problem by one. The conventional Boussinesq

equations (Peregrine, 1967), which make use of a quadratic polynomial approx-

imation for the vertical flow distribution, have two major constraints: (1) The

depth-averaged model poorly describes the frequency dispersion of wave propaga-

tion in intermediate depths, and (2) the weakly nonlinear assumption limits the

largest wave height that can accurately be modeled. These constraints are consis-

tent with the fundamental assumption of the Boussinesq equations, which states

that leading order dispersion and nonlinear effects are of the same order and are

weak, i.e., O(µ2
o) = O(εo) ¿ 1, where µo = wavenumber times depth (kh) and

εo = amplitude over depth (a/h). The dispersive properties of the conventional

Boussinesq equations have been improved by modifying the dispersive terms (Mad-

sen & Sorensen, 1992) or using a reference velocity at a specified depth (Nwogu,

1993). These techniques yield a set of equations whose linear dispersion relation

can be adjusted such that the resulting intermediate-depth dispersion character-

istics are close to those of linear wave theory. Liu (1994) and Wei et al. (1995)

extended Nwogu’s approach to highly nonlinear waves, developing models that not

only can be applied to intermediate water depth but also are capable of simulating

wave propagation with strong nonlinear interaction, i.e. εo = O(1). In general,

these model equations contain accurate linear dispersion properties to kh ≈ 3 (e.g.

Nwogu, 1993). In intermediate depths, nonlinear properties tend to exhibit larger

relative errors than linear properties (Madsen & Schaffer, 1998), although addi-

tional enhancements can indeed create accurate nonlinear characteristics to near

the linear accuracy limit, kh ≈ 3 (Kennedy et al., 2001).
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Further enhancing the deep water accuracy of the depth-integrated approach

is the so-called high-order Boussinesq-type equations. While the model equations

described above use a quadratic polynomial approximation for the vertical flow

distribution, these high-order models use fourth, and higher, order polynomial ap-

proximations. Gobbi et al. (2000), using a fourth-order polynomial, developed a

model with excellent linear dispersive properties up to kh ≈ 6. Nonlinear behavior

was faithfully captured to kh ≈ 3. With the drastic improvement in accuracy

over previous model equations comes a significant computational increase as well.

The fourth-order polynomial employed results in fifth-order spatial derivatives in

an extremely complex equation system, requiring an equally complex numerical

scheme. Moreover, difficulties exist in obtaining physically-meaningful boundary

conditions for these high derivative terms. Madsen & Schaffer (1998) and Agnon et

al. (1999) derived model equations with even higher order polynomial approxima-

tions. The highest order of spatial differentiation in these model equations increases

linearly with the order of polynomial approximation. Additionally, the complexity

increases again for a two-horizontal dimension (2HD) problem, for which no high-

order modeling attempts have yet been made. The reader is directed to Madsen &

Schaffer (1998), a thorough analysis of numerous different depth-integrated model

equations, for additional information.

1.3 Scope of Thesis

The foundation of this thesis is a new approach to depth-integrated models: the

multi-layer derivation presented in Chapter 2. The multi-layer approach offers

high-order, deep water accuracy, as described in Chapter 3, without the high-
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order spatial derivatives occupying all other models of similar type (i.e Gobbi et

al., 2000). The great advantage of eliminating the high-order spatial derivatives

is a relatively simple numerical scheme, given in Chapter 4. With the ability

to accurately simulate wave breaking and wave runup, the numerical model is

meant to be a practical engineering tool. The model is applied to a wide spectrum

of problems, covered in Chapters 5 and 6, demonstrating its ability to correctly

represent wave transformation over large scales in intermediate and shallow water.



Chapter 2

General N-Layer,

Depth-Integrated Model

Derivation

2.1 Introduction

In this chapter, a new approach to high-order, depth-integrated models is taken.

Instead of employing a high-order polynomial approximation for the vertical flow

field, multiple quadratic polynomials are used, matched at user-defined interfaces

that divide the water column into layers. This approach leads to an accurate model

without the high-order spatial derivatives associated with high-order polynomial

approximations.

6
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2.2 Governing Equations & Boundary Conditions

The goal of this derivation is to formulate a set of equations by integrating the

primitive equations of motion. The integration will be performed piecewisely. As

shown in Figure 2.1, ζ ′(x′, y′, t′) denotes the free surface displacement of a wave

train propagating in the water depth h′(x′, y′, t′). The boundary between layers

are given as η′n(x′, y′, t′). The system will be divided into N layers, where the

upper and lower boundaries are given by η′o = ζ ′ and η′N = −h′, respectively. All

of the other boundaries will be constructed as η′n = αnh′ + βnζ ′, where αn and βn

are arbitrary and user defined. Note that both h′ and ζ ′ are functions of time, and

therefore so is η′n. Each of the N layers has a characteristic thickness, dn, as defined

by Figure 2.1. Utilizing the layer thicknesses dn as the vertical length scales in the

corresponding layers, ho as the characteristic water depth, the characteristic length

of the wave `o=1/k as the horizontal length scale, `o/
√

gho as the time scale, and

the characteristic wave amplitude ao as the scale of wave motion, we can define

the following dimensionless variables:

(x, y) = (x′, y′)/`o, zn = z′/dn, t =
√

ghot
′/`o, pn = p′n/ρgao

h = h′/ho, ζ = ζ ′/ao, ηn = η′n/bn

(Un, Vn) = (U ′
n, V ′

n)/
(
εo

√
gho

)
, Wn = W ′

n/
[
εoµo

√
gho

]
(2.1)

in which the subscript n indicates the layer index, bo = ao, bn =
n∑

m=1

dm for n = 1

to N , (Un, Vn) represent the horizontal velocity components in the different layers,

Wn the vertical velocity component in the layers, and pn the pressures. Note that

the subscript on z indicates that the vertical coordinate is scaled differently in each

layer. Dimensionless parameters have been introduced in (2.1), which are

εo = ao/ho, µo = ho/`o (2.2)
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Figure 2.1: N -Layer problem setup.
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It is reiterated that `o = 1/k, and thus µo=kho. Assuming that the viscous effects

are insignificant, the wave motion can be described by the continuity equation and

the Euler’s equations, i.e.,

dn

ho

∇ ·Un +
∂Wn

∂zn

= 0 (2.3)

∂Un

∂t
+ εoUn · ∇Un + εnWn

∂Un

∂zn

= −∇pn (2.4)

µ2
n

(
∂Wn

∂t
+ εoUn · ∇Wn

)
+ εoµ

2
oWn

∂Wn

∂zn

= −
(

∂pn

∂zn

+
1

εn

)
(2.5)

where µn = dnho/l
2
o, εn = ao/dn, Un = (Un, Vn) denotes the horizontal velocity

vector, and ∇ = (∂/∂x, ∂/∂y) the horizontal gradient vector.

On the free surface, z1 = ε1ζ(x, y, t) the usual kinematic and dynamic bound-

ary condition applies:

W1 =
∂ζ

∂t
+ εoU 1 · ∇ζ on z1 = ε1ζ (2.6)

p1 = 0 on z1 = ε1ζ (2.7)

Along the seafloor, zN = − ho

dN
h, the kinematic boundary condition requires

WN + UN · ∇h +
1

εo

∂h

∂t
= 0, on zN = − ho

dN

h (2.8)

At the imaginary interface between the layers, continuity of pressure and velocity

is required:

pn = pn+1, on zn =
bn

dn

ηn, zn+1 =
bn

dn+1

ηn for n = 1, N − 1 (2.9)

Un = Un+1, on zn =
bn

dn

ηn, zn+1 =
bn

dn+1

ηn for n = 1, N − 1 (2.10)

Wn = Wn+1, on zn =
bn

dn

ηn, zn+1 =
bn

dn+1

ηn for n = 1, N − 1 (2.11)
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For later use, we note here that the depth-integrated continuity equation can

be obtained by integrating (2.3) across each of the layers. After applying the

boundary conditions (2.10), (2.11), (2.6), and (2.8), the resulting equation reads

∇ ·
[

N∑

n=1

dn

ho

∫ bn−1
dn

ηn−1

bn
dn

ηn

Undz

]
+

1

εo

∂h

∂t
+

∂ζ

∂t
= 0 (2.12)

We remark here that (2.12) is exact.

2.3 Approximate 2HD Governing Equations

A perturbation analysis will be performed utilizing the assumption

O(µ2
n) ¿ 1. (2.13)

Using µ2
n as the small parameter, we can expand the dimensionless physical vari-

ables as power series of µ2
n

f =
∞∑

M=0

µ2M
n f [M ]; (f = Un,Wn, ζ, pn) (2.14)

Furthermore, we will adopt the following assumption on the vorticity field. We

assume that the vertical vorticity components, (∂Un/∂y − ∂Vn/∂x), are of O(1),

while the horizontal vorticity components are weaker and satisfy the following

conditions

∂

∂zn

U [0]
n = 0, (2.15)

∂

∂zn

U [1]
n = ∇W [0]

n . (2.16)

Consequently, from (2.15), the leading order horizontal velocity components are

independent of the vertical coordinate, i.e.,

U [0]
n = U [0]

n (x, y, t). (2.17)
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Substituting (2.14) into the continuity equation (2.3) and the boundary conditions

(2.6) and (2.8), we collect the leading order terms as

dn

ho

∇ ·U [0]
n +

∂W [0]
n

∂zn

= 0 for n = 1, N (2.18)

W
[0]
1 =

∂ζ

∂t
+ εoU

[0]
1 · ∇ζ on z1 = ε1ζ (2.19)

W
[0]
N + U

[0]
N · ∇h +

1

εo

∂h

∂t
= 0 on zN = − ho

dN

h (2.20)

Integrating (2.18) with respect to zn and using (2.20) and (2.11) to determine

the integration constants, we obtain the vertical profile of the vertical velocity

components in the layers:

W [0]
n = −znS

[0]
n − T [0]

n (2.21)

where

S[0]
n =

dn

ho

∇ ·U [0]
n

T [0]
n =

N−1∑
m=n

ηm

(
bm

dm+1

S
[0]
m+1 −

bm

dm

S[0]
m

)
+∇ · (hU

[0]
N ) +

1

εo

∂h

∂t
(2.22)

Similarly, integrating (2.16) with respect to z with information from (2.21), we can

find the corresponding vertical profiles of the horizontal velocity components:

U [1]
n = −z2

n

2
S[0]

n − zn∇T [0]
n + Cn(x, y, t) (2.23)

in which Cn are unknown functions. Up to O(µ2
n), the horizontal velocity compo-

nents can be expressed as

Un = U [0]
n (x, y, t) + µ2

nU
[1]
n (x, y, z, t) + O(µ4

n) (2.24)

Now, we can define the horizontal velocity vectors, un(x, y, κn(x, y, t), t)

evaluated at z = κn(x, y, t) as

un = U [0]
n − µ2

n

{
κ2

n

2
∇S[0]

n + κn∇T [0]
n + Cn

}
+ O(µ4

n) (2.25)
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Subtracting (2.25) from (2.24), we can express Un in terms of un as

Un = un − µ2
n

{
z2 − κ2

n

2
∇Sn + (z − κn)∇Tn

}
+ O(µ4

n) (2.26)

Sn =
dn

ho

∇ ·Un

Tn =
N−1∑
m=n

ηm

(
bm

dm+1

Sm+1 − bm

dm

Sm

)
+∇ · (hUN) +

1

εo

∂h

∂t
(2.27)

The exact continuity equation (2.12) can be rewritten approximately in terms

of ζ and un. Substituting (2.26) into (2.12), we obtain

1

εo

∂h

∂t
+

∂ζ

∂t
+∇ ·

N∑

n=1

(
bn−1

ho

ηn−1 − bn

ho

ηn

)
un

−∇ ·
N∑

n=1

µ2
n

dn

ho








(
bn−1

dn
ηn−1

)3 −
(

bn

dn
ηn

)3

6
− ( bn−1

dn
ηn−1 − bn

dn
ηn)z2

n

2


∇Sn

+




(
bn−1

dn
ηn−1

)2 −
(

bn

dn
ηn

)2

2
− (

bn−1

dn

ηn−1 − bn

dn

ηn)zn


∇Tn





= O(µ4
n) (2.28)

Equation (2.28) is one of three governing equations for ζ and un. The other two

equations come from the horizontal momentum equation, (2.4). However, we must

find the pressure field first. This can be accomplished by approximating the vertical

momentum equation (2.5) as

∂pn

∂zn

= − 1

εn

− µ2
n

(
∂W [0]

n

∂t
+ εoU

[0]
n · ∇W [0]

n

)

−µ2
0

(
εoW

[0]
n

∂W [0]
n

∂zn

)
+ O(µ2

0µ
2
n, µ

4
n) (2.29)

We can integrate the equation above with respect to z1 to find the pressure field

in the upper layer as

p1 = (ζ − z1

ε1

) + µ2
1

{
1

2
(z2

1 − ε2
1ζ

2)
∂S1

∂t
+ (z1 − ε1ζ)

∂T1

∂t

+
εo

2
(z2

1 − ε2
1ζ

2)u1 · ∇S1 + εo(z1 − ε1ζ)u1 · ∇T1

}
+ εoµ

2
0

{
1

2
(ε2

1ζ
2 − z2

1)S
2
1
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+(ε1ζ − z1)S1T1}+ O(µ2
oµ

2
1), η < z1 < ε1ζ (2.30)

To derive the governing equations for u1, we first substitute (2.26) and (2.30) into

(2.4) and obtain the following equation,

∂u1

∂t
+ εou1 · ∇u1 +∇ζ + µ2

1

∂

∂t

{
κ2

1

2
∇S1 + κ1∇T1

}

+εoµ
2
1

[
(u1 · ∇κ1)∇T1 + κ1∇ (u1 · ∇T1) + κ1(u1 · ∇κ1)∇S1 +

κ2
1

2
∇ (u1 · ∇S1)

]

+εoµ
2
o

[
T1∇T1 −∇

(
ζ
∂T1

∂t

)]
+ ε2

oµ
2
o∇

(
ζS1T1 − ho

d1

ζ2

2

∂S1

∂t
− ζu1 · ∇T1

)

+ε2
oε1µ

2
o∇

[
ζ2

2

(
S2

1 −
ho

d1

u1 · ∇S1

)]
= O

(
µ2

oµ
2
1

)
(2.31)

It is remarked here that εoµ
2
o = ε1µ

2
1, and all coefficients are written in terms of

µo and εo whenever possible. Determination of un for n = 2, N does not require

solving additional momentum equations. With boundary condition (2.10) and the

known velocity profiles (2.26), un can be explicitly given as a function of un−1:

un + µ2
n





κ2
n −

(
bn−1

dn
ηn−1

)2

2
∇Sn +

(
κn − bn−1

dn

ηn−1

)
∇Tn





= un−1

+µ2
n−1





κ2
n−1 −

(
bn−1

dn−1
ηn−1

)2

2
∇Sn−1 +

(
κn−1 − bn−1

dn−1

ηn−1

)
∇Tn−1





+ O(µ4
n−1, µ

4
n)

(2.32)

Thus, the lower layer velocities can be directly calculated with knowledge of the

upper layer velocity. Equations (2.28), (2.31), and (2.32) are the coupled governing

equations, written in terms of un and ζ, for highly nonlinear, dispersive waves.

A question that arises with the use of the matched velocity profiles in each

layer is whether the vertical velocity gradients are continuous across the layer

boundary, which is not a directly enforced boundary condition. If the gradients are

not continuous, there is a discontinuity of the nonlinear, vertical transport terms
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in the horizontal and vertical Euler’s equations. Specifically, the discontinuity

would arise in the Wn(∂Un/∂zn) term in (2.4) and the µ2
oWn(∂Wn/∂zn) term in

(2.5). However, with calculation of these nonlinear terms using the derived vertical

velocity profiles, (2.21), and horizontal velocity profiles, (2.26), it can readily be

shown that the discontinuity is of the truncation error order in the final model (to

be shown), i.e.

∂Un(zn = bn

dn
ηn)

∂zn

=
∂Un+1(zn+1 = bn

dn+1
ηn)

∂zn+1

+ O(µ4
n, µ

4
n+1) (2.33)

µ2
o

∂Wn(zn = bn

dn
ηn)

∂zn

= µ2
o

∂Wn+1(zn+1 = bn

dn+1
ηn)

∂zn+1

+ O(µ2
oµ

2
n, µ2

oµ
2
n+1) (2.34)

Thus, the discontinuity of the nonlinear, vertical transport terms will not effect

the overall accuracy of the model.

2.4 Heuristic Analysis of Truncation Error

In this section, the truncation error of the derived model is examined, and com-

pared to that of other depth-integrated models. It is noted that the form of the

truncation error in the N -layer model is a direct function of the initial scaling

used to non-dimensionalize Euler’s equations. The overall accuracy of the N-layer

equation model, or the largest truncation errors of the three equations, can be

expressed as O(µ2
oµ

2
1, µ

4
2, .., µ

4
N). The heuristic approach taken here is to look at

this truncation error as a finite value, not an order, and use this value to esti-

mate the accuracy of the model compared to the O(µ2
o) Boussinesq equations (i.e.

Ngowu, 1993) and the high-order, O(µ4
o) Boussinesq-type equations (i.e. Gobbi et

al., 2000).

The N-layer truncation error has an upper bound of O(µ4
o) when any dn is

equal to ho, which corresponds to the truncation error of a traditional one-layer,
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Boussinesq model. The lower bound occurs when µ2
oµ

2
1 = µ4

2 = ... = µ4
N , or

d1ho = d2
2 = ... = d2

N . With the constraint d1 + d2 + ... + dN = ho, the solution for

d1 can be given by:

d1 =


−(N − 1) +

√
(N − 1)2 + 4

2




2

ho (2.35)

which for N = 2 gives d1 = 0.38ho, for N = 3 gives d1 = 0.17ho, and for N = 4,

d1 = 0.09ho. Note that the layer boundaries for these three N ’s will be decided in a

future section of this paper, based on agreement with known analytical properties

of water waves. However, the decided-on boundary levels are remarkably close to

these estimates. We can expect that the N -layer model will yield a more accurate

result than the one-layer model, due to the fact that the error of approximation for

the N -layer model is smaller. The truncation error values for these models, as well

as the high-order Boussinesq-type equations that have a truncation error of O(µ6
o),

are shown in Figure 2.2. This plot indicates that over the range µo <
√

d1/ho,

where d1 = 0.38ho for N = 2, d1 = 0.17ho for N = 3, and d1 = 0.09ho for N = 4,

the high-order Boussinesq model should yield slightly more accurate results than

the two-layer model. Over the range µo >
√

d1/ho, however, the N -layer model

should be significantly more accurate than the high-order model. In fact, compared

to a single layer model of any order, O(µn
o ), even the two-layer model should achieve

higher accuracy as µo approaches 1.

In the N -layer model, the truncation error tells us that µ2
oµ

2
1 and µ4

n should

be small compared to the included terms, which, due to the appearance of both

O(µ2
o) and O(µ2

1) in the momentum equations, still requires that both O(µ2
o) and

O(µ2
1) ¿ 1. The restriction of O(µ2

o) ¿ 1 could be avoided by including O(µ2
oµ

2
1)

terms, thereby making the truncation error of the model O(µ2
oµ

4
1, µ

4
n). However,

inclusion of O(µ2
oµ

2
1) terms yields a model with fifth-order in space derivatives.
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Figure 2.2: Comparison of truncation errors for three different models: (– –) error

O(µ4
o) Boussinesq equations, (– ·) error O(µ6

o) High-Order Boussinesq equations,

(—) 0.38µ4
o minimized error for two-layer equations, (–?–) 0.17µ4

o minimized error

for three-layer equations, (–o–) 0.09µ4
o minimized error for four-layer equations.
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This is unacceptable for this particular derivation, whose primary goal is to create

a high-order accurate model without requiring high-order derivatives.



Chapter 3

Analysis & Optimization of

Multi-Layer Model

3.1 Introduction

In this chapter, the properties of one-, two-, three-, and four-layer models are

discussed. In the next section, it is shown that the one-layer model is identical

to the ”fully nonlinear extended Boussinesq equations,” found repeatedly in the

literature of the past decade. The two-layer model is then scrutinized, examining

linear properties (phase speed, group velocity, and shoaling) and nonlinear prop-

erties characterized by Stokes theory. Next, the linear properties of the three- and

four-layer models are optimized, and the vertical profiles of the velocity field are

given. Lastly, a summary of the multi-layer models is presented and compared

with existing depth-integrated models.

18
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3.2 One-Layer Equation Model

For the one-layer model, the horizontal velocity vector is given as

U 1 = u1 − µ2
o

{
z2
1 − κ2

1

2
∇S1 + (z1 − κ1)∇T1

}
+ O(µ4

o) (3.1)

where

S1 = ∇ · u1, T1 = ∇ · (hu1) +
1

εo

∂h

∂t
(3.2)

The exact continuity equation (2.12) can be rewritten approximately in terms of

ζ and u1. Substituting (3.1) into (2.12), we obtain

1

εo

∂h

∂t
+

∂ζ

∂t
+∇ · [(εoζ + h) u1]

−µ2
o∇ ·

{[
ε3

oζ
3 + h3

6
− (εoζ + h)κ2

1

2

]
∇S1

+

[
ε2

oζ
2 − h2

2
− (εoζ + h)κ1

]
∇T1

}
= O(µ4

o) (3.3)

Equation (3.3) is one of two governing equations for ζ and u1. The momentum

equation for u1 is

∂u1

∂t
+ εou1 · ∇u1 +∇ζ + µ2

o

∂

∂t

{
κ2

1

2
∇S1 + κ1∇T1

}

+εoµ
2
o

[
(u1 · ∇κ1)∇T1 + κ1∇ (u1 · ∇T1) + κ1(u1 · ∇κ1)∇S1 +

κ2
1

2
∇ (u1 · ∇S1)

]

+εoµ
2
o

[
T1∇T1 −∇

(
ζ
∂T1

∂t

)]
+ ε2

oµ
2
o∇

(
ζS1T1 − ζ2

2

∂S1

∂t
− ζu1 · ∇T1

)

+ε3
oµ

2
o∇

[
ζ2

2

(
S2

1 − u1 · ∇S1

)]
= O(µ4

o) (3.4)

This one-layer model, often referred to as the ”fully nonlinear, extended Boussi-

nesq equations” in the literature (e.g. Wei & Kirby, 1995), has been examined and

applied to a significant extent. The weakly nonlinear version of (3.3) and (3.4) (i.e.

assuming O(εo) = O(µ2
o), thereby neglecting all nonlinear dispersive terms) was
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first derived by Nwogu (1993). Nwogu, through linear and first-order nonlinear

analysis of the equation model, recommended that z1 = −0.531h, and that value

has been, for the most part, adopted by other researchers using these equations.

Nwogu’s model was extended to ”full nonlinearity” by Liu (1994) and Wei & Kirby

(1995). There are some discrepancies between Liu’s and Wei & Kirby’s derived

equations, which can be attributed to a neglect of some nonlinear dispersive terms

in Wei & Kirby (Hsaio & Liu, 2002). The above, one-layer model equations (3.3)

and (3.4) are identical to those derived by Liu (1994).

The one-layer model has been used to study a number of 2HD real world

phenomenon, including rip currents (Chen et al., 1999), longshore currents (Chen

et al., 2002), and a variety of harbor problems (e.g. Shi et al., 2002). The numerical

scheme employed for these simulations is adopted here for the two-layer model, and

will be described in detail in Chapter 4.

3.3 Two-Layer Equation Model

For the two-layer model, we can define the horizontal velocity vectors as

U 2 = u2 − µ2
2

{
z2
2 − κ2

2

2
∇S2 + (z2 − κ2)∇T2

}
+ O(µ4

2) (3.5)

U 1 = u1 − µ2
1

{
z2
1 − κ2

1

2
∇S1 + (z1 − κ1)∇T1

}
+ O(µ4

1, µ
2
1µ

2
2) (3.6)

where

S2 =
d2

ho

∇ · u2, T2 = ∇ · (hu2) +
1

εo

∂h

∂t

S1 =
d1

ho

∇ · u1, T1 = η

(
d1

d2

S2 − S1

)
+ T2 (3.7)
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The exact continuity equation (2.12) can be rewritten approximately in terms of

ζ, u1, and u2. Substituting (3.5) and (3.6) into (2.12), we obtain

ho

d1εo

∂h

∂t
+

ho

d1

∂ζ

∂t
+∇ ·

[
(ε1ζ − η) u1 +

(
η +

ho

d1

h

)
u2

]

−µ2
2

d2

d1

∇ ·






η3 d3

1

d3
2

+ h3 h3
o

d3
2

6
− (η d1

d2
+ hho

d2
)κ2

2

2


∇S2

+



η2 d2

1

d2
2
− h2 h2

o

d2
2

2
− (η

d1

d2

+ h
ho

d2

)κ2


∇T2





−µ2
1∇ ·

{[
ε3
1ζ

3 − η3

6
− (ε1ζ − η)κ2

1

2

]
∇S1

+

[
ε2
1ζ

2 − η2

2
− (ε1ζ − η)κ1

]
∇T1

}
= O(µ4

1, µ
2
1µ

2
2, µ

4
2) (3.8)

Equation (3.8) is one of three governing equations for ζ and un. The governing,

momentum equation for u1 is

∂u1

∂t
+ εou1 · ∇u1 +∇ζ + µ2

1

∂

∂t

{
κ2

1

2
∇S1 + κ1∇T1

}

+εoµ
2
1

[
(u1 · ∇κ1)∇T1 + κ1∇ (u1 · ∇T1) + κ1(u1 · ∇κ1)∇S1 +

κ2
1

2
∇ (u1 · ∇S1)

]

+εoµ
2
o

[
T1∇T1 −∇

(
ζ
∂T1

∂t

)]
+ ε2

oµ
2
o∇

(
ζS1T1 − ho

d1

ζ2

2

∂S1

∂t
− ζu1 · ∇T1

)

+ε2
oε1µ

2
o∇

[
ζ2

2

(
S2

1 −
ho

d1

u1 · ∇S1

)]
= O(µ4

1, µ
2
0µ

2
1, µ

2
1µ

2
2) (3.9)

Determination of u2 does not require solving an additional momentum equation.

With boundary condition (2.10) and the known velocity profiles (3.5) and (3.6),

u2 can be explicitly given as a function of u1:

u2 + µ2
2





κ2
2 − d2

1

d2
2
η2

2
∇S2 +

(
κ2 − d1

d2

η

)
∇T2





=

u1 + µ2
1

{
κ2

1 − η2

2
∇S1 + (κ1 − η)∇T1

}
+ O(µ4

1, µ
2
1µ

2
2, µ

4
2) (3.10)
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Thus, the lower layer velocity can be directly calculated with knowledge of the

upper layer velocity. Equations (3.8), (3.9), and (3.10) are the coupled governing

equations for the two-layer system.

3.3.1 Analysis of Model Equations

In this section, the properties of the two-layer model will be scrutinized and opti-

mized. First, it is shown that the two-layer model will reduce to the well-studied,

”extended” Boussinesq model derived by Ngowu (1993). With the use of O(µ2
n)

substitutions, namely:

u2 = u1 + O(µ2
n), (3.11)

we can eliminate one of the unknowns from our equation system. Rewriting (3.8)

in terms of u1 only, assigning d1 = ho, κ2 = −ho

d2
h, η = −h, and examining the

weakly nonlinear form of the equations, gives

1

εo

∂h

∂t
+

∂ζ

∂t
+∇ · [(εoζ + h) u1]

−µ2
o∇ ·

{[
h3

6
− hκ2

1

2

]
∇S∗1 −

[
h2

2
+ hκ1

]
∇T ∗

1

}
= O(εoµ

2
o, µ4

o) (3.12)

where

S∗1 = ∇u1, T ∗
1 = ∇ · (hu1) +

1

εo

∂h

∂t
(3.13)

The momentum equation, (3.9), becomes

∂u1

∂t
+ εou1 · ∇u1 +∇ζ + µ2

o

∂

∂t

{
κ2

1

2
∇S∗1 + κ1∇T ∗

1

}
= O(εoµ

2
o, µ

4
o) (3.14)

This system for ζ and u1 is identical to the model derived by Ngowu. Additionally,

the nonlinear dispersive terms, which have been truncated for the sake of brevity

in (3.12) and (3.14), are identical to those derived by Liu (1994) (and derived in

section 3.1). For the rest of this paper, the ”extended” Boussinesq model including



23

all the nonlinear dispersive terms up to O(µ2
o), as given by Liu (1994), will be

referred to as the one-layer model.

For the rest of this section, the focus will be on analysis of the three-unknown,

(ζ, u1, and u2) two-layer system. Additionally for the rest of this section, all

quantities discussed are in dimensional form, with asterisks no longer applied.

With the weak rotationality assumption, the momentum equation, (3.9), can be

simplified, in dimensional form, to (see Hsiao and Liu, 2002)

∂u1

∂t
+

1

2
∇(u1 · u1) + g∇ζ +

∂

∂t

{
κ2

1

2
∇S1 + κ1∇T1 −∇

(
ζ2

2
S1

)
−∇ (ζT1)

}

+∇
{

∂ζ

∂t
(T1 + ζS1) + (κ1 − ζ) (u1 · ∇) T1 +

1

2

(
κ2

1 − ζ2
)

(u1 · ∇) S1

+
1

2

[
(T1 + ζS1)

2
]}

= 0 (3.15)

This is the momentum equation that will be analyzed and numerically solved in this

paper. Before solving the system, the linear and nonlinear dispersion properties are

examined. Let us define the arbitrary evaluation levels and the boundary between

the two layers as:

κ1 = α1h + β1ζ, η = α2h + β2ζ, κ2 = α3h + β3ζ (3.16)

where the coefficients α and β are arbitrary and user-defined. The one-horizontal

dimension, constant water depth, two-layer equations are rewritten in dimensional

form, keeping, for brevity, only linear terms. These equations are

∂ζ

∂t
+ δ1h

∂u1

∂x
+ δ2h

∂u2

∂x
+ δ3h

3∂3u1

∂x3
+ δ4h

3∂3u2

∂x3
= 0 (3.17)

∂u1

∂t
+ g

∂ζ

∂x
+ δ5h

2∂3u1

∂x2t
+ δ6h

2∂3u2

∂x2t
= 0 (3.18)

u1 − u2 − δ7h
2∂2u1

∂x2
− δ8h

2∂2u2

∂x2
= 0 (3.19)
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where

δ1 = −α2, δ2 = 1 + α2, δ3 =
−2α3

2 + 6α1α
2
2 − 3α2

1α2

6
,

δ4 =
2α3

2 − 6α1α
2
2 − 6α1α2 + 3α2

3α2 + 6α3α2 + 3α2
3 + 6α3 + 2

6
,

δ5 =
α2

1

2
− α1α2, δ6 = α1α2 + α1, δ7 = −α2

1 + α2
2

2
+ α1α2

δ8 =
α2

2 + α2
3

2
− α1α2 + α3 − α1 (3.20)

The assumed dimensional solution form

ζ = εζ(0)eiθ + ε2ζ(1)e2iθ + ....

u1 = εu
(0)
1 eiθ + ε2u

(1)
1 e2iθ + .... u2 = εu

(0)
2 eiθ + ε2u

(1)
2 e2iθ + .... (3.21)

where θ = kx−wt, k is the wavenumber, w is the wave frequency, and ε is simply

an ordering parameter, are substituted into the derived equations.

Linear Dispersion Relation

The first order (in ε) system yields the linear dispersion relation:

c2 =
w2

k2
=

gh [1 + N1(kh)2 + N2(kh)4]

1 + D1(kh)2 + D2(kh)4
(3.22)

where c is the wave celerity and the coefficients N1, N2, D1, and D2 are given in

Appendix A.1 and are solely functions of α1, α2, and α3. The above dispersion

relation will be compared with both the [4,4] Pade approximation

c2 =
w2

k2
=

gh [1 + 1/9(kh)2 + 1/945(kh)4]

1 + 4/9(kh)2 + 1/63(kh)4
(3.23)

and the [6,6] Pade approximation

c2 =
w2

k2
=

gh [1 + 5/39(kh)2 + 2/715(kh)4 + 1/135135(kh)6]

1 + 6/13(kh)2 + 10/429(kh)4 + 4/19305(kh)6
(3.24)
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of the exact linear dispersion relation:

c2
e =

w2

k2
=

g

k
tanh(kh) (3.25)

The Pade approximates utilized here are approximations of the hyperbolic tangent

function, where the numbers in the brackets represent the highest polynomial order

of kh in the numerator and denominator. Group velocity of the two-layer model

equations, cg, can be determined straightfowardly by taking the derivative of (3.22)

with respect to k.

Vertical Velocity Profile

Let us define the function f1(z) as the horizontal velocity, with constant water

depth, normalized by its value at z = 0. This function is composed of two quadratic

polynomial elements, given by:

f1(z) =
1 + (kh)2

[
1
2
(z2/h2 − α2

1) + α2(α1 − z/h) + u
(0)
2 /u

(0)
1 (α2 + 1)(z/h− α1)

]

1− (kh)2
[

1
2
α2

1 − α2α1 + u
(0)
2 /u

(0)
1 (α2 + 1)α1

] ,

for z ≥ η = α2h (3.26)

f1(z) = f1(η)
1 + (kh)2

[
1
2
(z2/h2 − α2

3) + (z/h− α3)
]

1 + (kh)2
[

1
2
(α2

2 − α2
3) + (α2 − α3)

] , for z < η = α2h (3.27)

From the linear equation system we know that,

u
(0)
1 =

gζ(0) [kh− δ8(kh)3]

hw [1 + D1(kh)2 + D2(kh)4]
(3.28)

u
(0)
2 =

gζ(0) [kh + δ7(kh)3]

hw [1 + D1(kh)2 + D2(kh)4]
(3.29)

and thus the ratio u
(0)
2 /u

(0)
1 present in (3.26) can be evaluated. Similarly, the

vertical velocity profile, normalized by the velocity at the still water level, is given

by f2(z):

f2(z) =
z/h− α2 + u

(0)
2 /u

(0)
1 (α2 + 1)

−α2 + u
(0)
2 /u

(0)
1 (α2 + 1)

, for z ≥ η = α2h (3.30)
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f2(z) = f2(η)
z/h + 1

α2 + 1
, for z < η = α2h (3.31)

which is a piecewise linear function.

Linear Shoaling Properties

Based on linear theory, the exact shoaling gradient is given as:

ae
x

a
= Ae

x

hx

h
= −khtanh(kh)

[1− khtanh(kh)][1− tanh2(kh)]

{tanh(kh) + kh[1− tanh2(kh)]}2

hx

h
(3.32)

The linear shoaling properties of the two layer model are determined using the

constancy of energy flux concept, i.e

ax

a
= −1

2

(Cg)x

Cg

(3.33)

where Cg is the wave group velocity. First, the derivative of (3.22) is taken with

respect to k, giving:

w

g
cg =

(kh)S1

S2
2

(3.34)

where cg is the wave group velocity, and

S1 = D2N2(kh)8 +2D1N2(kh)6 +(3N2 + D1N1 −D2) (kh)4 +2N1(kh)2 +1 (3.35)

S2 = D2(kh)4 + D1(kh)2 + 1 (3.36)

Taking the derivative of (3.34) with respect to x, noting that dw/dx=0, we have

w

g
(cg)x = (kh)x

S3

S3
2

(3.37)

where

S3 = D2
2N2(kh)12 + 3D1D2N2(kh)10 + (6D2

1N2 − 3D1D2N1 + 3D2
2)(kh)8

+(17D1N2 − 10D2N1 + D2
1N1 −D1D2)(kh)6 + (15N2 + 3D1N1 − 12D2)(kh)4
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+(6N1 − 3D1)(kh)2 + 1 (3.38)

giving the ratio

(cg)x

cg

=
(kh)x

kh

S3

S1S2

(3.39)

Taking the derivative of the dispersion relation (3.22), with respect to x, gives

kx

k
= −1

2

S4

S1

hx

h
(3.40)

where

S4 = D2N2(kh)8 + (3D1N2 −D2N1)(kh)6

+(5N2 + D1N1 − 3D2)(kh)4 + (3N1 −D1)(kh)2 + 1 (3.41)

Finally, the linear shoaling gradient of the two-layer model can be given:

ax

a
= −

(
1

2
− S4

4S1

)
S3

S1S2

hx

h
(3.42)

Note that this solution form is valid in any system for which the dispersion relation

can be expressed in the form of (3.22).

Second Order, Nonlinear Interactions: Steady Waves

Now we find the nonlinear corrections to the linear problem. The two-layer equa-

tions must now be truncated to include quadratic nonlinear terms, as well as linear

terms. Collecting the O(ε2) terms from the substitution of the assumed steady

wave, (3.21), into the nonlinear equation system will yield an equation system in

the general form: 


b11 b12 b13

b21 b22 b23

0 b32 b33







ζ(1)

u
(1)
1

u
(1)
2




=




R1

R2

R3



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where b11, ..., b33 are functions of the linear δ coefficients, and R1, .., R3 are tedious

functions of the α and β parameters. This approximate expression can be compared

to the second-order solution:

ζ
(1)
Stokes =

kζ(0)2

4
[3coth3(kh)− coth(kh)] (3.43)

which is derived from Stokes theory.

Second Order, Nonlinear Interactions: Bichromatic Interactions

Examining a two-wave group, the free surface can be written as

ζ = εζ
(0)
1 ei(k1x−w1t) + εζ

(0)
2 ei(k2x−w2t) + ε2ζ

(1)
1 e2i(k1x−w1t) + ε2ζ

(1)
2 e2i(k2x−w2t)

+ε2ζ+ei(k+x−w+t) + ε2ζ−ei(k−x−w−t) (3.44)

where ζ+, ζ− are the sum and difference components of the two first order wave

frequencies, k∓ = k1 ∓ k2, and w∓ = w1 ∓ w2. Similar expressions can be given

for un. To find the sub- and super-harmonic amplitudes for the bichromatic wave

group problem, the procedure is the same as described above for the steady wave

(single, first-order harmonic) problem. The assumed solution (3.44) is substitued

into the two-layer equation system. For each of the forced second-order solutions,

[(k1 − k2)x− (w1 − w2)t] and [(k1 + k2)x + (w1 − w2)t], the matrix system is writ-

ten in the same form as for the steady wave problem. The sum and difference free

surface components can be compared with those from Stokes theory, ζ∓Stokes, which

can be found in Shaffer (1996).

3.3.2 Choice of Arbitrary Levels: Linear Optimization

Through examination of linear and nonlinear properties, the most accurate set of

arbitrary levels will be chosen in this section. First, the linear properties of the
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two-layer model will be optimized, independent of nonlinearity. In the linear sense,

the three levels are given as κ1 = α1h, η = α2h, and κ2 = α3h, where κ1 and κ2

are the levels at which horizontal velocities are evaluated in the upper and lower

layers, and η is the location of the interface between the layers. Of course, possible

values are bounded by 0 ≥ α1 ≥ α2 ≥ α3 ≥ −1. Defining a model accuracy, or

model error, can be difficult and often can depend on the specific physical problem

being examined. For this analysis, a representation of the overall error, including

errors in wave speed, group velocity, and shoaling, is sought. The error will be

given by the minimization parameter ∆Linear:

∆Linear =
1

3




Ω∑

kh=0.1

|ce − c|
kh

Ω∑

kh=0.1

|ce|
kh

+

Ω∑

kh=0.1

|ce
g − cg|
kh

Ω∑

kh=0.1

|ce
g|

kh

+

Ω∑

kh=0.1

|Ae
x − Ax|
kh

Ω∑

kh=0.1

|Ae
x|

kh




(3.45)

where ce, ce
g, and Ae

x are the exact linear phase speed, group velocity, and shoaling

gradient, whereas c, cg, and Ax are the approximate values taken from the two-layer

model derived here. The right hand side is divided by three, so as to normalize the

total error created by the three different sources. All of the summations are divided

by kh so that errors at low wave numbers are more important than high wave

number errors. The reason for this weighting is a peculiarity of the optimization:

it was possible to sacrifice low wavenumber accuracy (kh <1.5) for accuracy at

higher wavenumbers. Accuracy at low wavenumbers is paramount, and hence the

weighting. Summations are started at kh = 0.1 also because of the kh weighting,

and the subsequent need to avoid division by zero. The upper summation limit,

kh = Ω, is determined such that the minimum ∆Linear is less than some threshold.

∆Linear, which can be thought of as an overall relative error, will be set equal to

four arbitrary values. The behavior of the equation model at these error constraints

will be scrutinized, and a ”proper” ∆Linear value will be recommended. A summary
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Table 3.1: α values from linear optimization for two-layer model.

Ω (kh) α1 α2 α3 ∆Linear

3 -0.225 -0.420 -0.713 0.00008

5 -0.204 -0.383 -0.685 0.002

7.5 -0.175 -0.331 -0.646 0.009

10 -0.155 -0.294 -0.620 0.020

[4,4] Pade : -0.248 -0.459 -0.741 ——

of the optimization results is shown in Table 3.1. Also shown in last row of the table

are the α values required to create a [4,4] Pade approximation using the two-layer

dispersion relation. Figures 3.1 - 3.4 show the linear properties for the cases given

in Table 3.1. All of these figures also show the dispersion properties corresponding

to the [4,4] Pade. The [4,4] Pade yields excellent phase speed agreement up to kh

values of 6, good group velocity agreement to kh near 3, and an accurate shoaling

gradient to a kh of 2. For the ∆Linear=0.002 case, we can see that the linear

dispersion properties (phase and group speed) lye inbetween a [4,4] and a [6,6] Pade

approximation. Linear shoaling is reproduced very well up to kh=5. Note that the

optimized α2 value for this case is the same as the value derived previously from the

heuristic analysis in section 4. Looking now at the ∆Linear=0.020 case, the model

phase speed has better deep-water accuracy than a [6,6] Pade approximation. The

price paid for this increased accuracy is a group velocity that oscillates around

the exact linear group velocity with an error amplitude of 1-2%, with the error

starting near kh=1. Additionally, the shoaling gradient diverges slightly from the

exact solution at lower kh than the ∆=0.002 case, although the agreement is still

reasonable for kh values to 8.
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Figure 3.1: Properties of two-layer model with α1 = −0.225, α2 = −0.420, and

α3 = −0.713 (∆Linear=0.00008). Comparison of wave speed and group velocity of

the two-layer model (dashed line) with the exact linear relation (solid line); the

dotted line is the [4,4] Pade, and the dashed-dotted line is the [6,6] Pade. The

linear shoaling factor is shown in c), where the [6,6] Pade is not shown.
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Figure 3.2: Properties of two-layer model with α1 = −0.204, α2 = −0.383, and

α3 = −0.685 (∆Linear=0.002). Comparison of wave speed and group velocity of

the two-layer model (dashed line) with the exact linear relation (solid line); the

dotted line is the [4,4] Pade, and the dashed-dotted line is the [6,6] Pade. The

linear shoaling factor is shown in c), where the [6,6] Pade is not shown.
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Figure 3.3: Properties of two-layer model with α1 = −0.175, α2 = −0.331, and

α3 = −0.646 (∆Linear=0.009). Comparison of wave speed and group velocity of

the two-layer model (dashed line) with the exact linear relation (solid line); the

dotted line is the [4,4] Pade, and the dashed-dotted line is the [6,6] Pade. The

linear shoaling factor is shown in c), where the [6,6] Pade is not shown.
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Figure 3.4: Properties of two-layer model with α1 = −0.155, α2 = −0.294, and

α3 = −0.620 (∆Linear=0.020). Comparison of wave speed and group velocity of

the two-layer model (dashed line) with the exact linear relation (solid line); the

dotted line is the [4,4] Pade, and the dashed-dotted line is the [6,6] Pade. The

linear shoaling factor is shown in c), where the [6,6] Pade is not shown.
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For the rest of the paper, all the results will employ the α values from the

∆Linear=0.002 minimization. This set was chosen based on its middle-of-the-road

overall properties. It can be expected that phase and group velocity will be well

captured for kh values up to 8, and linear shoaling will be excellent up to a kh of 5.

It was decided that the ∆Linear=0.020 optimization was unacceptable due to the

small, but low kh, errors in the group velocity prediction. For long channel, wave

group simulations, a 2% error in group velocity will accumulate in time, eventually

destroying the accuracy of a simulation. Practically, however, it may be reasonable

to employ the ∆Linear=0.020 optimization coefficients, depending on the specifics

of the problem.

The vertical velocity profiles predicted with the four different ∆Linear values are

given in Figures 3.5-3.8. Also plotted on these figures are the velocity profiles of

Gobbi et al.’s (2000) high-order derivation, which is a one-layer model, including

terms up to O(µ4
o). The pattern of error in the velocity profiles follows very closely

to that shown in the phase velocity comparisons. For the ∆Linear=0.00008 case,

in Fig. 3.5, the kh=3 profile shows extremely good agreement with linear theory,

however as kh increases the agreement drops off. On the opposite end for the

∆Linear=0.02 case, in Fig. 3.8, the velocity profile agreement is very good even to

kh=9. The cost of this high wavenumber accuracy is error at kh=3. This high kh

accuracy/ low kh error tradeoff is identical to what is seen with the phase velocity

comparisons.
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Figure 3.5: Vertical profile of horizontal velocity (top row) and vertical velocity

(bottom row) under the crest of a sine wave for three different kh values, as given

by linear theory (solid line), the high-order model of Gobbi et al. (2000) (dotted

line), and the 2-layer model presented in this paper employing the ∆Linear=0.00008

coefficients (dashed line).
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Figure 3.6: Vertical profile of horizontal velocity (top row) and vertical velocity

(bottom row) under the crest of a sine wave for three different kh values, as given

by linear theory (solid line), the high-order model of Gobbi et al. (2000) (dotted

line), and the 2-layer model presented in this paper employing the ∆Linear=0.002

coefficients (dashed line).
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Figure 3.7: Vertical profile of horizontal velocity (top row) and vertical velocity

(bottom row) under the crest of a sine wave for three different kh values, as given

by linear theory (solid line), the high-order model of Gobbi et al. (2000) (dotted

line), and the 2-layer model presented in this paper employing the ∆Linear=0.009

coefficients (dashed line).
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Figure 3.8: Vertical profile of horizontal velocity (top row) and vertical velocity

(bottom row) under the crest of a sine wave for three different kh values, as given

by linear theory (solid line), the high-order model of Gobbi et al. (2000) (dotted

line), and the 2-layer model presented in this paper employing the ∆Linear=0.02

coefficients (dashed line).
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3.3.3 Choice of Arbitrary Levels: Nonlinear Optimization

From the linear optimization of the previous section, the three levels can be given

as:

κ1 = −0.204h + β1ζ, η = −0.383h + β2ζ, κ2 = −0.685h + β3ζ (3.46)

In this section, through examination of nonlinear properties, the β coefficients

will be chosen. The nonlinear optimization detailed in this section is similar to

that performed by Kennedy et al. (2001) while working with the one-layer model.

Following the same procedure as the linear optimization, a representation of the

nonlinear error, including errors in the second order free surface correction and

subharmonic/superharmonic transfer functions is given by the minimization pa-

rameter ∆Nonlinear:

∆Nonlinear =
1

2




Ω∑

kh=1

|ζ(1)
Stokes − ζ(1)|

kh

Ω∑

kh=1

|ζ(1)
Stokes|
kh

+

Ω∑

k1h=1

Ω∑

k2h=1

|ζ∓Stokes − ζ∓|
k1h + k2h

Ω∑

k1h=1

Ω∑

k2h=1

|ζ∓Stokes|
k1h + k2h




(3.47)

Note that the summation limit for the nonlinear error begins at kh=1.0. The

extremely large values of these nonlinear parameters at kh values less than one

lead to poor error quantifications at higher wavenumbers when using this type of

error formulation. A summary of the nonlinear optimization results is shown in

Table 3.2.

Figure 3.9 shows the second-order free surface correction associated with these

two sets of β, along with the correction with no nonlinear optimization, i.e. β1 =

β2 = β3=0. The ∆Nonlinear=0.013 shows excellent agreement to kh of 6, where the

relative error is just over 5%. After this point, the error grows continuously. For

the ∆Nonlinear=0.036 optimization, 5% errors are found at a kh near 3, although
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Table 3.2: β values from nonlinear optimization for two-layer model.

Ω (kh) β1 β2 β3 ∆Nonlinear

5 0.176 0.113 -0.013 0.013

10 0.124 -0.044 -0.068 0.036
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Figure 3.9: Second-order free surface correction, ζ(1), relative to the Stokes solu-

tion, with no nonlinear optimization (β1 = β2 = β3=0) shown by the dash-dotted

line, the ∆Nonlinear=0.013 results by the dotted line, and the ∆Nonlinear=0.036

results by the dashed line.
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the error is less for high kh as compared to the ∆Nonlinear=0.013 case. The bichro-

matic transfer amplitudes are shown in Figure 3.10, where the superharmonics are

given in the upper left, and the subharmonics the lower right. For the case with

no nonlinear optimization, Fig. 3.10a), good agreement is only found at small kh

values for both super- and subharmonics. However, with some nonlinear optimiza-

tion, as shown in Fig. 3.10a) for ∆Nonlinear=0.013, the superharmonic amplitudes

become much more accurate. In fact, transfers where k1 and k2 are close show

excellent agreement, with the 5% error contour extending to k1=k2=5.5. How-

ever, subharmonic transfer are relatively unaffected by the optimization, and lose

accurate quickly for k1 values greater than 3. With respect to the subharmonic

amplitudes, the same can be said for the ∆Nonlinear=0.036 optimization as well,

shown in Fig. 3.10c). Accurate superharmonics are predicted slightly better for

this optimization, where the 5% error contour extends to k1=k2=6. It is noted

that these transfer plots show very similar behavior to those given by Kennedy

et al. (2001) for the nonlinear-optimized, one-layer model. In fact, the error of

the two-layer model, for the ∆Nonlinear=0.013 case, is approximately 1/2 of the

one-layer model error at all (k1, k2) combinations. As with the linear optimiza-

tion, choosing which set of β values are best to use depends on the specifics of

the problem to be examined. The authors choose to employ the set of coefficients

from the ∆Nonlinear=0.013 case. This set exhibits significantly better accuracy at

all wavenumbers less than 5, which is a highly desirable characteristic.

Nonlinear optimization is performed to second-order only. To optimize the

model to third-order, for example, best results would be achieved by continuation

of the nonlinear expansion of the evaluation levels, i.e. the third-order expansion
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Figure 3.10: Sub- and superharmonic transfer amplitudes for bichromatic wave

interactions, ζ∓, relative to the Stokes solution, where subharmonics are shown in

the lower right, and superharmonics in the upper left. Shown in a) are the results

with no nonlinear optimization (β1 = β2 = β3=0), in b) the ∆Nonlinear=0.013

results, and the ∆Nonlinear=0.036 results in c).

for the layer boundary would take the form

η = α2h + β2ζ +
(γ2ζ)2

h
(3.48)

The coefficients γ would then be tuned such that an optimal agreement with third-

order Stokes theory is obtained.

3.4 Three-Layer Equation Model

For the three-layer model, the horizontal velocity vectors are given in nondimen-

sional form as

U 3 = u3 − µ2
3

{
z2
3 − κ2

3

2
∇S3 + (z3 − κ3)∇T3

}
+ O(µ4

3) (3.49)

U 2 = u2 − µ2
2

{
z2
2 − κ2

2

2
∇S2 + (z2 − κ2)∇T2

}
+ O(µ4

2, µ
2
2µ

2
3) (3.50)



44

U 1 = u1 − µ2
1

{
z2
1 − κ2

1

2
∇S1 + (z1 − κ1)∇T1

}
+ O(µ4

1, µ
2
1µ

2
2, µ

2
1µ

2
3) (3.51)

where

S3 =
d3

ho

∇ · u3, T3 = ∇ · (hu3) +
1

εo

∂h

∂t

S2 =
d2

ho

∇ · u2, T2 = η2

(
b2

d3

S3 − b2

d2

S2

)
+ T3

S1 =
d1

ho

∇ · u1, T1 = η1

(
d1

d2

S2 − S1

)
+ T2 (3.52)

The evaluation levels are defined as:

κ1 = α1h, η1 = α2h, κ2 = α3h, η2 = α4h, κ3 = α5h (3.53)

The continuity, momentum, and matching equations for the three-layer system are

as given in the previous chapter.

3.4.1 Choice of Arbitrary Levels: Linear Optimization

For the three- and more layer systems, only the linear dispersion properties will

be examined in this thesis. The dispersion relation for the three-layer model takes

the form:

w2 =
k2gh

[
1 + (kh)2N

(3)
1 + (kh)4N

(3)
2 + (kh)6N

(3)
3

]

1 + (kh)2D
(3)
1 + (kh)4D

(3)
2 + (kh)6D

(3)
3

(3.54)

The coefficients N (3) and D(3) are tedious functions of the α values. These coeffi-

cients were calculated using the symbolic math package Macsyma, and are given

in Appendix A.

For this analysis, the minimization error, ∆Linear, is now given by:

∆Linear =
1

2




Ω∑

kh=0.1

|ce − c|
kh

Ω∑

kh=0.1

|ce|
kh

+

Ω∑

kh=0.1

|ce
g − cg|
kh

Ω∑

kh=0.1

|ce
g|

kh




(3.55)
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Table 3.3: α values from linear optimization for three-layer model.

Ω (kh) α1 α2 α3 α4 α5 ∆Linear

10 -0.083 -0.156 -0.315 -0.494 -0.748 0.0003

20 -0.079 -0.149 -0.310 -0.492 -0.749 0.0005

[6,6] Pade : -0.13145 -0.24292 -0.42545 -0.62015 -0.83693 ——

where the shoaling error is no longer taken into account. A summary of the opti-

mization results is shown in Table 3.3. Only two Ω values (or ∆Linear values) are

looked at, due to the computational requirements of the optimization. The signif-

icant CPU time arises due simply to the fact that the minimization is performed

on a five-dimensional function, where each of the five free parameters is deter-

mined to three significant digits. The phase and group velocity of the three-layer

model is shown in Figure 3.11. The three-layer model has very good accuracy to

kh ≈ 15, which is a significant improvement over the two-layer model. In order for

the three-layer model to be applied to practical engineering problems, shoaling and

nonlinear properties need to be examined. This examination is not done in this

thesis, however, the analysis is feasible, yet extraordinarily complex and tedious.

Vertical Velocity Profiles

Let us define the function f1(z) as the horizontal velocity, with constant water

depth, normalized by its value at z = 0. This function is composed of three

quadratic polynomial elements, given by:

f1(z) =
1 + (kh)2

{
1
2

(
z2

h2 − α2
1

)
+

(
α1 − z

h

) [
α2 − u

(0)
2

u
(0)
1

(α2 − α4)− u
(0)
3

u
(0)
1

(α4 + 1)
]}

1 + (kh)2

{
−1

2
α2

1 + α1

[
α2 − u

(0)
2

u
(0)
1

(α2 − α4)− u
(0)
3

u
(0)
1

(α4 + 1)
]} ,

for z ≥ η1 = α2h (3.56)
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Figure 3.11: Comparison of wave speed and group velocity of the three-layer model

with the exact linear relation; the dashed-dotted line is the [6,6] Pade, the dotted

line is the [8,8] Pade, the dashed line is the three-layer results with ∆Linear=0.0003,

and the slide line is the three-layer results with ∆Linear=0.0005.
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f1(z) = f1(η1)
1 + (kh)2

{
1
2

(
z2

h2 − α2
3

)
+

(
α3 − z

h

) [
α4 − u

(0)
3

u
(0)
2

(α4 + 1)
]}

1 + (kh)2

{
1
2
(α2

2 − α2
3) + (α3 − α2)

[
α4 − u

(0)
3

u
(0)
2

(α4 + 1)
]} ,

for η2 ≤ z < η1 (3.57)

f1(z) = f1(η2)
1 + (kh)2

{
1
2

(
z2

h2 − α2
5

)
+

(
z
h
− α5

)}

1 + (kh)2
{

1
2
(α2

4 − α2
5) + (α4 − α5)

} ,

for z < η2 = α4h (3.58)

From the linear equation system we have explicit expressions for u(0)
n , and thus the

ratios u
(0)
2 /u

(0)
1 , u

(0)
3 /u

(0)
1 , and u

(0)
3 /u

(0)
2 can be evaluated.

Similarly, the vertical velocity profile, normalized by the velocity at the still

water level, is given by f2(z):

f2(z) =
z/h− α2 + u

(0)
2 /u

(0)
1 (α2 − α4) + u

(0)
3 /u

(0)
1 (α4 + 1)

−α2 + u
(0)
2 /u

(0)
1 (α2 − α4) + u

(0)
3 /u

(0)
1 (α4 + 1)

,

for z ≥ η = α2h (3.59)

f2(z) = f2(η1)
z/h− α4 + u

(0)
3 /u

(0)
2 (α4 + 1)

α2 − α4 + u
(0)
3 /u

(0)
2 (α4 + 1)

, for η2 ≤ z < η1 (3.60)

f2(z) = f2(η2)
z/h + 1

α4 + 1
, for z < η2 = α4h (3.61)

which is a piecewise linear function.

Figures 3.12 and 3.12 compare the three-layer vertical profile of velocity to

linear theory. The overall agreement is very good to near kh=15, where errors in

the vertical velocity profile become large. The horizontal velocity profile is well

captured to kh ≈ 15.

3.5 Four-Layer Equation Model

For the four-layer model, the horizontal velocity vectors are given as

U 4 = u4 − µ2
4

{
z2
4 − κ2

4

2
∇S4 + (z4 − κ4)∇T4

}
+ O(µ4

4) (3.62)
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Figure 3.12: Vertical profiles of velocity for three-layer model (dashed line), com-

pared with linear theory (solid line). The top row shows horizontal velocity and

the bottom vertical velocity. The three-layer profiles use the α values from the

∆Linear=0.0003 optimization.
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Figure 3.13: Figure setup same as in Fig 3.12, except here showing high kh com-

parisons.
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U 3 = u3 − µ2
3

{
z2
3 − κ2

3

2
∇S3 + (z3 − κ3)∇T3

}
+ O(µ4

3, µ
2
3µ

2
4) (3.63)

U 2 = u2 − µ2
2

{
z2
2 − κ2

2

2
∇S2 + (z2 − κ2)∇T2

}
+ O(µ4

2, µ
2
2µ

2
3, µ

2
2µ

2
4) (3.64)

U 1 = u1 − µ2
1

{
z2
1 − κ2

1

2
∇S1 + (z1 − κ1)∇T1

}
+ O(µ4

1, µ
2
1µ

2
2, µ

2
1µ

2
3, µ

2
1µ

2
4) (3.65)

where

S4 =
d4

ho

∇ · u4, T4 = ∇ · (hu4) +
1

εo

∂h

∂t

S3 =
d3

ho

∇ · u3, T3 = η3

(
b3

d4

S4 − b3

d3

S3

)
+ T4

S2 =
d2

ho

∇ · u2, T2 = η2

(
b2

d3

S3 − b2

d2

S2

)
+ T3

S1 =
d1

ho

∇ · u1, T1 = η1

(
d1

d2

S2 − S1

)
+ T2 (3.66)

The evaluation levels are defined as:

κ1 = α1h, η1 = α2h, κ2 = α3h, η2 = α4h,

κ3 = α5h, η3 = α6h, κ4 = α7h (3.67)

The continuity, momentum, and matching equations for the four-layer system are

as given in the previous chapter.

3.5.1 Choice of Arbitrary Levels: Linear Optimization

The dispersion relation for the four-layer model takes the form:

w2 =
k2gh

[
1 + (kh)2N

(4)
1 + (kh)4N

(4)
2 + (kh)6N

(4)
3 + (kh)8N

(4)
4

]

1 + (kh)2D
(4)
1 + (kh)4D

(4)
2 + (kh)6D

(4)
3 + (kh)8D

(4)
4

(3.68)

The coefficients N (4) and D(4) are tedious functions of the α values. These coeffi-

cients were calculated using the symbolic math package Macsyma, and are given

in Appendix B.
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Table 3.4: α values from linear optimization for four-layer model.

Ω (kh) α1 α2 α3

20 -0.0575 -0.1080 -0.2086

α4 α5 α6 α7 ∆Linear

-0.3198 -0.4912 -0.6765 -0.8699 0.0003

As with the analysis of the three-layer model, the minimization error, ∆Linear,

is given by:

∆Linear =
1

2




Ω∑

kh=0.1

|ce − c|
kh

Ω∑

kh=0.1

|ce|
kh

+

Ω∑

kh=0.1

|ce
g − cg|
kh

Ω∑

kh=0.1

|ce
g|

kh




(3.69)

where the shoaling error is no longer taken into account. A summary of the op-

timization results is shown in Table 3.4. Only one Ω value (or ∆Linear value) is

looked at, due to the extreme computational requirements of the optimization.

The significant CPU time arises due to the fact that the minimization is per-

formed on a seven-dimensional function, where each of the seven free parameters

is determined to four significant digits. Additionally, expression of the four-layer

dispersion relation is quite tedious. For example, coding only the expression for

N
(4)
4 in (B.1), which is a function of α1, ..., α7, requires 170 lines of FORTRAN

code. The α coefficients are determined to four significant digits for the four-layer

equation model, whereas in all the previous analysis only three digits are found,

because the dispersion relation is sensitive to these digits. This sensitivity is due to

the high powers of kh in (B.1), which require more precise coefficients to optimize

the dispersion relation.

The phase and group velocity of the three-layer model is shown in Figure 3.14.
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The four-layer model has very good accuracy to kh ≈ 25. Examination and opti-

mization of shoaling, and in particular nonlinear, properties of the four-layer model

is nearly an insurmountable task with current computational abilities, due to the

number of free parameters and the complexity of the functions to be optimized.

Vertical Velocity Profiles

Let us define the function f1(z) as the horizontal velocity, with constant water

depth, normalized by its value at z = 0. This function is composed of four

quadratic polynomial elements, given by:

f1(z) =

(
1 + (kh)2

{
1

2

(
z2

h2
− α2

1

)
+

(
α1 − z

h

) 
α2 − u

(0)
2

u
(0)
1

(α2 − α4)− u
(0)
3

u
(0)
1

(α4 − α6)− u
(0)
4

u
(0)
1

(α6 + 1)









 /

1 + (kh)2



−

1

2
α2

1 + α1


α2 − u

(0)
2

u
(0)
1

(α2 − α4)− u
(0)
3

u
(0)
1

(α4 − α6)− u
(0)
4

u
(0)
1

(α6 + 1)






 ,

for z ≥ η1 = α2h (3.70)

f1(z) =

f1(η1)
1 + (kh)2

{
1
2

(
z2

h2 − α2
3

)
+

(
α3 − z

h

) [
α4 − u

(0)
3

u
(0)
2

(α4 − α6)− u
(0)
4

u
(0)
2

(α6 + 1)
]}

1 + (kh)2

{
1
2
(α2

2 − α2
3) + (α3 − α2)

[
α4 − u

(0)
3

u
(0)
2

(α4 − α5)− u
(0)
4

u
(0)
2

(α6 + 1)
]} ,

for α4h = η2 ≤ z < η1 = α2h (3.71)

f1(z) = f1(η2)
1 + (kh)2

{
1
2

(
z2

h2 − α2
5

)
+

(
α5 − z

h

) [
α6 − u

(0)
4

u
(0)
3

(α6 + 1)
]}

1 + (kh)2

{
1
2
(α2

4 − α2
5) + (α5 − α4)

[
α6 − u

(0)
4

u
(0)
3

(α6 + 1)
]} ,

for α6h = η3 ≤ z < η2 = α4h (3.72)

f1(z) = f1(η3)
1 + (kh)2

{
1
2

(
z2

h2 − α2
7

)
+

(
z
h
− α7

)}

1 + (kh)2
{

1
2
(α2

6 − α2
7) + (α6 − α7)

} ,

for z < η3 = α6h (3.73)
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Figure 3.14: Comparison of wave speed and group velocity of the four-layer model

with the exact linear relation; the dashed-dotted line is the [6,6] Pade, the dotted

line is the [8,8] Pade, the dashed line is the four-layer results with ∆Linear=0.0003.
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From the linear equation system we have explicit expressions for u(0)
n , and thus the

various velocity ratios can be can be evaluated.

Similarly, the vertical velocity profile, normalized by the velocity at the still

water level, is given by f2(z):

f2(z) =
z/h− α2 + u

(0)
2 /u

(0)
1 (α2 − α4) + u

(0)
3 /u

(0)
1 (α4 − α6) + u

(0)
4 /u

(0)
1 (α6 + 1)

−α2 + u
(0)
2 /u

(0)
1 (α2 − α4) + u

(0)
3 /u

(0)
1 (α4 − α6) + u

(0)
4 /u

(0)
1 (α6 + 1)

,

for z ≥ η = α2h (3.74)

f2(z) = f2(η1)
z/h− α4 + u

(0)
3 /u

(0)
2 (α4 − α6) + u

(0)
4 /u

(0)
2 (α6 + 1)

α2 − α4 + u
(0)
3 /u

(0)
2 (α4 − α6) + u

(0)
4 /u

(0)
2 (α6 + 1)

,

for α4h = η2 ≤ z < η1 = α2h (3.75)

f2(z) = f2(η2)
z/h− α6 + u

(0)
4 /u

(0)
3 (α6 + 1)

α4 − α6 + u
(0)
4 /u

(0)
3 (α6 + 1)

,

for α6h = η3 ≤ z < η2 = α4h (3.76)

f2(z) = f2(η3)
z/h + 1

α6 + 1
, for z < η3 = α6h (3.77)

which is a piecewise linear function.

Figures 3.15 and 3.16 compare the three-layer vertical profile of velocity to

linear theory. The overall agreement is very good to near kh=25, where errors in

the vertical velocity profile become large.

3.6 Summary

Through linear and nonlinear optimization of the interface and velocity evaluation

locations, it is shown that the two-layer model exhibits accurate linear charac-

teristics up to a kh ≈ 8 and nonlinear accuracy to kh ≈ 6. This is a greater

than two-fold extension to higher kh over existing O(µ2
o) Boussinesq-type models,

while maintaining the maximum order of differentiation at three. A less thorough
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Figure 3.15: Vertical profiles of velocity for four-layer model (dashed line), com-

pared with linear theory (solid line). The top row shows horizontal velocity and

the bottom vertical velocity.
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Figure 3.16: Figure setup same as in Fig 3.15, except here showing high kh com-

parisons.
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optimization of the three- and four-layer models is undertaken, examining only

phase and group velocity. This optimization indicates that the three-layer model

equations are accurate to kh ≈ 15 and the four layer-model to kh ≈ 25. Figure

3.17 summarizes the results from this chapter. This figure gives the phase and

group velocity for the two-, three-, and four-layer models, as well as the tradi-

tional and high-order Boussinesq models. The most striking feature of this plot is

the disproportionate increase in accurate from the two-layer model to the three-

layer model. This feature certainly requires a more in-depth investigation of the

three-layer model in the near future.
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Figure 3.17: Comparison of wave speed and group velocity for numerous different

models. Curve (1) is the [2,2] Pade properties used by some Boussinesq models,

(2) is the [4,4] Pade of the high-order Boussinesq model, (3) is the two-layer model,

(4) is the three-layer model, and (5) is the four-layer model.



Chapter 4

Numerical Model for One- &

Two-Layer Systems: COULWAVE

4.1 Numerical Scheme

In this section, a finite difference algorithm is presented for the general one- and

two-layer model equations. The structure of the present numerical model is similar

to those of Wei & Kirby (1995) and Wei et al. (1995). Differences between the

model presented here, for the one-layer system, and that of Wei et al. exist in

the added terms due to a time-dependant water depth and the numerical treat-

ment of some nonlinear dispersive terms, which will be discussed in more detail.

A high-order predictor-corrector scheme is utilized, employing a third order in

time explicit Adams-Bashforth predictor step, and a fourth order in time Adams-

Moulton implicit corrector step (Press et al., 1989). The implicit corrector step

must be iterated until a convergence criterion is satisfied. The governing equations

are dimensionalized for the numerical model, and all variables described in this

and following sections will be in the dimensional form. Note that the dimensional

59
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equations are equivalent to the non-dimensional ones with ε = µ = 1 and the

addition of gravity, g, to the coefficient of the leading order free surface derivative

in the momentum equation.

4.1.1 Numerical Expressions for One-Layer System

To simplify the predictor-corrector equations, the velocity time derivatives in the

momentum equations are grouped into the dimensional form:

U = u +
κ2 − ζ2

2
uxx + (κ− ζ)(hu)xx − ζx [ζux + (hu)x] (4.1)

V = v +
κ2 − ζ2

2
vyy + (κ− ζ)(hv)yy − ζy [ζvy + (hv)y] (4.2)

where subscripts denote partial derivatives. Note that this grouping is different

from that given in Wei et al. (1995). The grouping given above in (4.1) and (4.2)

incorporates nonlinear terms, which is not done in Wei et al.. These nonlinear

time derivatives arise from the nonlinear dispersion terms ∇
[
ζ(∇ · (huα)t + htt

ε
)
]

and ∇
(

ζ
2

2∇ · uαt

)
, which can be reformulated using the relation:

∇
[
ζ(∇ · (huα)t +

htt

ε
)

]
= ∇

[
ζ(∇ · (huα) +

ht

ε
)

]

t

−∇
[
ζt(∇ · (huα) +

ht

ε
)

]

∇
(

ζ

2

2

∇ · uαt

)
= ∇

(
ζ

2

2

∇ · uα

)

t

−∇ (ζζt∇ · uα) (4.3)

The author has found that this form is more stable and requires less iterations to

converge for highly nonlinear problems, as compared to the Wei et al. formulation.

The predictor equations are

ζn+1
i,j = ζn

i,j +
∆t

12
(23En

i,j − 16En−1
i,j + 5En−2

i,j ) (4.4)

Un+1
i,j = Un

i,j +
∆t

12
(23F n

i,j − 16F n−1
i,j + 5F n−2

i,j ) + 2(F1)
n
i,j − 3(F1)

n−1
i,j + (F1)

n−2
i,j (4.5)

Vn+1
i,j = Vn

i,j +
∆t

12
(23Gn

i,j−16Gn−1
i,j +5Gn−2

i,j )+2(G1)
n
i,j−3(G1)

n−1
i,j +(G1)

n−2
i,j (4.6)
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where

E = −ht − [(ζ + h)u]x − [(ζ + h)v]y

+
{
(h + ζ)

[(
1

6

(
ζ2 − ζh + h2

)
− 1

2
κ2

)
Sx +

(
1

2
(ζ − h)− κ

)
Tx

]}

x

+
{
(h + ζ)

[(
1

6

(
ζ2 − ζh + h2

)
− 1

2
κ2

)
Sy +

(
1

2
(ζ − h)− κ

)
Ty

]}

y
(4.7)

F = −1

2
[(u2)x + (v2)x]− gζx − κhxtt − κthxt

+ (Eht + ζhtt)x − [E(ζS + T )]x −
[
1

2

(
κ2 − ζ2

)
(uSx + vSy)

]

x

− [(κ− ζ) (uTx + vTy)]x −
1

2

[
(T + ζS)2

]
x

(4.8)

F1 =
ζ2 − κ2

2
vxy − (κ− ζ)(hv)xy + ζx[ζvy + (hv)y] (4.9)

G = −1

2
[(u2)y + (v2)y]− gζy − κhytt − κthyt

+ (Eht + ζhtt)y − [E(ζS + T )]y −
[
1

2

(
κ2 − ζ2

)
(uSx + vSy)

]

y

− [(κ− ζ) (uTx + vTy)]y −
1

2

[
(T + ζS)2

]
y

(4.10)

G1 =
ζ2 − κ2

2
uxy − (κ− ζ)(hu)xy + ζy[ζux + (hu)x] (4.11)

and

S = ux + vy T = (hu)x + (hv)y + ht (4.12)

All first order spatial derivatives are differenced with fourth order (∆x4 = ∆y4)

accurate equations, which are five-point differences. Second order spatial deriva-

tives are approximated with three-point centered finite difference equations, which

are second order accurate. The second order spatial derivatives are taken to
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lower order accuracy because these derivatives only appear in dispersive terms.

The ”combined” dispersive-numerical error for the second order derivatives is

O(∆x2µ2
o), which is less than the error associated with dispersive truncation error

of the equations, O(µ4
o), as long as ∆x < h, which will generally be the case. This

will not be the case as h approaches zero, however, as this occurs the problem

becomes a shallow water problem, and µo approaches zero as well. Terms are eval-

uated at the local grid point (i, j), and n represents the current time step, when

values of ζ, u and v are known. The above expressions, (4.7) - (4.12), are for the

fully nonlinear problem; if a weakly nonlinear or non-dispersive system is to be ex-

amined, the equations should be truncated accordingly. The fourth-order implicit

corrector expressions for the free surface elevation and horizontal velocities are

ζn+1
i,j = ζn

i,j +
∆t

24
(9En+1

i,j + 19En
i,j − 5En−1

i,j + En−2
i,j ) (4.13)

Un+1
i,j = Un

i,j +
∆t

24
(9F n+1

i,j + 19F n
i,j − 5F n−1

i,j + F n−2
i,j ) + (F1)

n+1
i,j − (F1)

n
i,j (4.14)

Vn+1
i,j = Vn

i,j +
∆t

24
(9Gn+1

i,j + 19Gn
i,j − 5Gn−1

i,j + Gn−2
i,j ) + (G1)

n+1
i,j − (G1)

n
i,j (4.15)

The system is solved by first evaluating the predictor equations, then u and v

are solved via (4.1) and (4.2), respectively. Both (4.1) and (4.2) yield a diagonal

matrix after finite differencing. The matrices are diagonal, with a bandwidth of

three (due to three-point finite differencing), and the efficient Thomas algorithm

can be utilized. At this point in the numerical system, we have predictors for ζ, u,

and v. Next, the corrector expressions are evaluated, and again u and v are

determined from (4.1) and (4.2). The error is calculated, in order to determine if

the implicit correctors need to be reiterated. The error criteria employed is a dual

calculation, and requires that either

max

∣∣∣∣∣
wn+1 − wn+1

∗
wn+1

∣∣∣∣∣ <
ε

100
or

∑ |wn+1 − wn+1
∗ |∑ |wn+1| < ε (4.16)
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be satisfied for the iteration to stop. In the above, w represents ζ, u, and v, and w∗

is the previous iterations value. The expression on the left represents a maximum

local error, while the right is the average local error over the entire domain. The

error threshold, ε, is set to 10−6. For the local error calculation, it is noted that

inevitably there will be locations in the numerical domain where values of the

physical variables are close to zero, and applying this error calculation to these

points may lead to unnecessary iterations in the corrector loop. Thus it is required

that | ζ
a
|, | u,v

ε
√

gh
| > 10−4 for the corresponding error calculation to proceed. Linear

stability analysis for this numerical model as been performed by Wei (1995), as

well as Hsiao (2000) and Woo (2002), and will not be repeated here. This analysis

tells that ∆t < ∆x
2c

to ensure stability, where c is the wave celerity.

For the numerical exterior boundaries, two types of conditions are applied:

reflective and radiation. The reflective, or no-flux, boundary condition for the

Boussinesq equations has been examined by previous researchers (e.g., Wei &

Kirby, 1995), and their methodology is followed here. For the radiation, or open,

boundary condition, a sponge layer is utilized. The sponge layer is applied in the

manner recommended by Kirby et al. (1998).

4.1.2 Numerical Expressions for Two-Layer System

The velocity time derivatives in the momentum equation are grouped into the

dimensional form:

U = u1 +

[
κ2

1 − 2κ1η − ζ2 + 2ζη

2

∂2u1

∂x2

+

(
η
∂ζ

∂x
+ ζ

∂η

∂x
− κ1

∂η

∂x
− ζ

∂ζ

∂x

)
∂u1

∂x

]
= 0 (4.17)

V = v1 +

[
κ2

1 − 2κ1η − ζ2 + 2ζη

2

∂2v1

∂y2
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+

(
η
∂ζ

∂y
+ ζ

∂η

∂y
− κ1

∂η

∂y
− ζ

∂ζ

∂y

)
∂v1

∂y

]
= 0 (4.18)

where subscripts denote partial derivatives. The predictor equations are identical

to the one-layer equations:

ζn+1
i,j = ζn

i,j +
∆t

12
(23En

i,j − 16En−1
i,j + 5En−2

i,j ) (4.19)

Un+1
i,j = Un

i,j +
∆t

12
(23F n

i,j− 16F n−1
i,j +5F n−2

i,j )+2(F1)
n
i,j−3(F1)

n−1
i,j +(F1)

n−2
i,j (4.20)

Vn+1
i,j = Vn

i,j +
∆t

12
(23Gn

i,j−16Gn−1
i,j +5Gn−2

i,j )+2(G1)
n
i,j−3(G1)

n−1
i,j +(G1)

n−2
i,j (4.21)

where

E = −ht − [(ζ − η)u1 + (η + h)u2]x − [(ζ − η)v1 + (η + h)v2]y

+

{[
ζ3 − η3

6
− (ζ − η)κ2

1

2

]
S1x +

[
ζ2 − η2

2
− (ζ − η)κ1

]
T1x

}

x

+

{[
η3 + h3

6
− (η + h)κ2

2

2

]
S2x +

[
η2 − h2

2
− (η + h)κ2

]
T2x

}

x

+

{[
ζ3 − η3

6
− (ζ − η)κ2

1

2

]
S1y +

[
ζ2 − η2

2
− (ζ − η)κ1

]
T1y

}

y

+

{[
η3 + h3

6
− (η + h)κ2

2

2

]
S2y +

[
η2 − h2

2
− (η + h)κ2

]
T2y

}

y

(4.22)

F = −1

2
[(u2

1)x + (v2
1)x]− gζx − [E(ζS1 + T1)]x −

[
1

2

(
κ2

1 − ζ2
)

(u1S1x + v1S1y)
]

x

−
[
(κ1 − ζ) (u1T1x + v1T1y)

]
x
− 1

2

[
(T1 + ζS1)

2
]
x

(4.23)

F1 = −(κ1 − ζ)
[
η

(
S2 − v1y

)
+ T2

]
x
− κ2

1 − ζ2

2
v1xy + ζζxv1y

+ζx

[
η

(
S2 − v1y

)
+ T2

]
(4.24)



65

G = −1

2
[(u2

1)y + (v2
1)y]− gζy − [E(ζS1 + T1)]y −

[
1

2

(
κ2

1 − ζ2
)

(u1S1x + v1S1y)
]

y

−
[
(κ1 − ζ) (u1T1x + v1T1y)

]
y
− 1

2

[
(T1 + ζS1)

2
]
y

(4.25)

G1 = −(κ1 − ζ) [η (S2 − u1x) + T2]y −
κ2

1 − ζ2

2
u1xy + ζζyu1x

+ζy [η (S2 − u1x) + T2] (4.26)

and

S1 = u1x + v1y T1 = η(S2 − S1) + T2

S2 = u2x + v2y T2 = (hu2)x + (hv2)y + ht (4.27)

The fourth-order implicit corrector expressions for the free surface elevation

and horizontal velocities are

ζn+1
i,j = ζn

i,j +
∆t

24
(9En+1

i,j + 19En
i,j − 5En−1

i,j + En−2
i,j ) (4.28)

Un+1
i,j = Un

i,j +
∆t

24
(9F n+1

i,j + 19F n
i,j − 5F n−1

i,j + F n−2
i,j ) + (F1)

n+1
i,j − (F1)

n
i,j (4.29)

Vn+1
i,j = Vn

i,j +
∆t

24
(9Gn+1

i,j + 19Gn
i,j − 5Gn−1

i,j + Gn−2
i,j ) + (G1)

n+1
i,j − (G1)

n
i,j (4.30)

The lower layer velocities are determined from the equation:

u2 +

{
κ2

2 + η2 − 2ηκ1

2
u2xx + (κ2 − κ1) (hu2)xx + (η − κ1) ηxu2x

}
=

u1 +

{
(κ1 − η)2

2
S1x + (κ1 − η)

[
hxt + ηx

(
v2y − S1

)]

+
2ηκ1 − κ2

2 − η2

2
v2xy + (κ1 − κ2)(hv2)xy

}
(4.31)

v2 +

{
κ2

2 + η2 − 2ηκ1

2
v2yy + (κ2 − κ1) (hv2)yy + (η − κ1) ηyv2y

}
=

v1 +

{
(κ1 − η)2

2
S1y + (κ1 − η) [hyt + ηy (u2x − S1)]

+
2ηκ1 − κ2

2 − η2

2
u2xy + (κ1 − κ2)(hu2)xy

}
(4.32)
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4.2 Energy Dissipation Mechanisms

Two forms of physical dissipation are considered in the numerical model for one-

layer only, wave breaking and bottom friction. These mechanisms modify the

momentum equation:

∂u1

∂t
+ .... + Rf −Rb = 0 (4.33)

where Rf accounts for bottom friction dissipation and Rb for wave breaking. The

evaluation of these two additional terms will be discussed in this section. The

dissipation terms have only to date been utilized by the one-layer model, although

two-layer dissipation will be examined in future work.

4.2.1 Bottom Friction

Bottom friction is described in the quadratic form:

Rf =
f

H
ub|ub| (4.34)

where f is a bottom friction coefficient, typically in the range of 10−3 to 10−2 (e.g.

Whitfor and Thorton, 1996; Kobayashi et al., 1997), depending on the Reynolds

number and seafloor condition, H = h + ζ, the total water depth, and ub is the

horizontal velocity at the seafloor. The above expression, (4.34), has been utilized

in similar models (e.g., Chen at al, 1999) and has a direct correlation to the Chezy

coefficient, C. This relationship is:

f =
g

C2
(4.35)

where g is gravity. Table 4.1 shows a few conversions between C and f . The

low C value of 10 can be thought of as the ”rough-beach limit” (Mader, 1990),
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Table 4.1: Relation between C and f for various roughnesses.

C(s/m1/2) f

10 0.1

15 0.044

30 0.011

60 0.0027

and C values of 20-60 are typical for river channels. Unless otherwise noted, the

simulations presented in this thesis use a bottom friction value of 0.005.

4.2.2 Wave Breaking Model

Previous Work

One of the most significant obstacles in the way of developing a practical numer-

ical model with depth-integrated equations is wave breaking. A depth-integrated

model, by definition, can only have a single elevation value of the water-air inter-

face at any horizontal coordinate, and thus phenomena such as wave overturning

cannot be simulated. Along the same lines, very strong horizontal vorticity typi-

cally accompanies breaking, which an irrotational or weakly rotational model will

not capture. Most depth-integrated derivations use as an initial assumption in-

viscid flow (those in this thesis included), and therefore do not have any means

to dissipate energy. These three reasons constitute the major problems with wave

breaking in depth-integrated models, although the first given, that of the impossi-

bility of simulating wave-overturning, is the only unapproachable one of the three.

Thus, it will always be necessary to parameterize the large-scale features of wave
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breaking when using depth-integrated equations.

Two distinct approaches to simulating the effects of wave breaking with depth-

integrated models exist: numerical dissipation and ad-hoc addition of dissipative

terms to the momentum equation. Numerical dissipative approaches most notably

include shock capturing schemes. In these schemes, energy dissipation is related to

the local smoothness of the solution, which is of course strongly related to the grid

length near the shock. Most recently, Li and Raichlen (2002) used the weighted

essentially non-oscillatory shock capturing scheme, adapted from gas dynamics re-

search, to model solitary wave runup. The results presented in Li and Raichlen

are excellent, among the best numerical-experimental comparisons to date. With

shock capturing methods, the numerical results tend to be very smooth. However,

the dissipation is entirely numerical, and although the general form of the dissipa-

tive terms may be of the proper physical form, the dissipation will inevitable be

related to the grid length and time step.

Utilizing post-derivation-added dissipation terms to the momentum equation

removes this dissipative dependence on numerical parameters. However, these

added terms are ad-hoc terms, and will contain coefficients that must be obtained

based on comparison with experiment. Whether the numerical or ad-hoc approach

is more desirable will depend entirely on the individual preference of the researcher.

In this thesis, the addition of ad-hoc dissipation terms is employed, as it is the

preference of this author to avoid numerical dissipative and dispersive enhace-

ments/errors whenever possible.
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Breaking Scheme and Validation

The breaking scheme employed in this thesis work closely follows the scheme pre-

sented in Kennedy et al. (2000). Description of this particular breaking scheme

can also be found in Chen et al. (2000), which is a companion paper to Kennedy

et al.. The scheme is developed from an ”eddy viscosity” approach, where a user-

defined formulation for an eddy viscosity is developed based soley on agreement

with experimental data. The eddy viscosity is part of a momentum conserving,

ad-hoc dissipative term, Rb = Rbxi + Rbyj, where:

Rbx =
1

H

{
[ν(Hu1)x]x +

1

2
[ν(Hu1)y + ν(Hv1)x]y

}
, (4.36)

Rby =
1

H

{
[ν(Hv1)y]y +

1

2
[ν(Hv1)x + ν(Hu1)y]x

}
, (4.37)

ν is the eddy viscosity, and H = h+ζ, the total water depth. The above expressions

are identical to those found in Kennedy et al.. Eddy viscosity is calculated as:

ν = BHζt (4.38)

The purpose of the variable B is to ensure a smooth transition between breaking

and non-breaking states. The formulation developed and employed by Kennedy et

al. is:

B =





δ, ζt ≥ 2ζb
t

δ
(
ζt/ζ

b
t − 1

)
, ζb

t < ζt ≤ 2ζb
t

0, ζt ≤ ζb
t

where δ is some amplification factor and the parameter ζb
t determines the onset

and stoppage of breaking. ζb
t is evaluated as

ζb
t =





ζ
(F )
t , t− to ≥ T b

ζ
(I)
t + t−to

T b

(
ζ

(F )
t − ζ

(I)
t

)
, 0 ≤ t− to < T b
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where ζ
(I)
t is the initial free surface transient threshold that must be exceeded for

a breaking event to initiate, ζ
(F )
t is the minimum transient required for a breaking

event to continue, t is the local time, to is the time breaking started, and T b is a

transition time. There is no physical evidence to support this formulation for the

eddy viscosity, ν, and it is chosen entirely on its ability to recreate experimental

results to an accurate degree. Up to this point, the breaking model is identical to

that of Kennedy et al.. The difference lies in the evaluation of the free parameters,

of which there are four. In Kennedy et al., the parameters are based on the linear

long wave speed, i.e. ζ
(I)
t = 0.65

√
gh. Determination of the parameters in this

fashion is undesirable for the model presented in this thesis, because this model

calculates the free surface as it runs up a shoreline, where h is negative. Thus,

evaluation of the parameters in areas where h < 0 would require an additional

specification. The simplest method to eliminate this problem is to utilize the

nonlinear long wave speed =
√

gH. Using the nonlinear long wave speed also

requires repeating all of the wave breaking analysis in Kennedy et al., to determine

to optimum value of the four free parameters.

Hansen and Svendsen (1979) performed a number of regular wave tests on

plane slopes. Five of these experiments are recreated numerically, described in

Table 4.2. The waves were generated in 0.36 m of water, and shoaled up a 1:34.26

slope. Time series were taken at numerous locations along the wave flume; wave

height and mean free surface elevation will be compared here. Through trial and

error minimization of the difference between numerical and experimental results,

the following set of free parameters is chosen: δ = 6.5, ζ
(I)
t = 0.65

√
gH, ζ

(F )
t =

0.08
√

gH, and T b = 8.0
√

H/g. Figures 4.1 - 4.5 show the numerical - experimental

comparisons for the five cases. For all cases, the agreement is very good, with all
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Table 4.2: Experimental wave characteristics for the Hansen and Svendsen tests.

Trial Period (s) Height (cm)

031041 3.33 4.3

041041 2.5 3.9

051041 2.0 3.6

061071 1.67 6.7

A10112 1.0 6.7
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Figure 4.1: Experimental (dots) and numerical (line) wave height and mean free

surface for Hansen and Svendsen case 031041.
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Figure 4.2: Experimental (dots) and numerical (line) wave height and mean free

surface for Hansen and Svendsen case 041041.

exhibiting significant improvement over the corresponding comparisons in Kennedy

et al.. There is a clear pattern in the numerics to predict the initiation of breaking

slightly earlier (in deeper water) than occurred in the experiments. This pattern

is also evident in the Kennedy et al. results, where it is postulated to be caused

by the known overprediction of nonlinear superharmonics by the one-layer model.

There are a few other minor differences between the breaking model implemen-

tation presented in this thesis and that of Kennedy et al.. In Kennedy et al., the

eddy viscosity as calculated by (4.38) is spatially filtered using a three-point filter

before it is inserted into (4.37). Filtering the eddy viscosity was found to have no
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Figure 4.3: Experimental (dots) and numerical (line) wave height and mean free

surface for Hansen and Svendsen case 051041.

advantageous effect when using the modified formulation presented in this thesis,

and was not performed. Additionally, use of a spatial filter, filtering the calculated

free surface and velocity values, was found to be unnecessary, and no filtering has

been performed in any of the simulations presented in this paper.

When examining the comparisons in Figures 4.1 - 4.5, one needs to keep in

mind the numerical treatment of the shoreline. Accurate modeling of the wave

reflection off the beach is an integral part of accurate prediction of the wave height,

particularly near the break point. In the next section, the moving boundary scheme

used by the numerical model is described.
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Figure 4.4: Experimental (dots) and numerical (line) wave height and mean free

surface for Hansen and Svendsen case 061071.

4.3 Simulating Wave Runup & Rundown

4.3.1 Previous Work

Wave propagation using depth-integrated equations is now well simulated and

understood, but the process of runup and rundown is not. Shoreline boundaries

may move significantly under the temporal influence of incident waves. A numerical

model should be able to take into account such variations correctly in order to

obtain realistic flow patterns.

Researchers generally use a fixed grid, finite difference or finite element method
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Figure 4.5: Experimental (dots) and numerical (line) wave height and mean free

surface for Hansen and Svendsen case 10112.

to solve depth-integrated equations. Using a fixed grid numerical model to solve

a moving boundary problem can lead to difficulties related to the loss of mass

conservation and instabilities in the computations (Leendertse, 1987) as a result

of imposing discrete fixed increments to the extent of wetting and drying areas

(Balzano, 1998). To reduce the computational instabilities near the wet-dry in-

terface, some researchers added bottom friction into the momentum equations.

However, a numerical model should be stable even without using bottom friction

dissipation.

Zelt (1991) used a Lagrangian form of the Boussinesq equations to simulate
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shoreline movement. This model produced maximum runup values that compared

well with experimental values, but the shape of the wave as it traveled up the

slope did not compare as favorably. A handful of others have utilized Lagragian

techniques with depth-integrated equation models to simulate a moving shoreline

(e.g., Petera and Nassehi, 1996; Gopalakrishnan, 1989). Another treatment of

moving boundary problem is employing a slot or permeable-seabed technique (Tao,

1983, 1984). The first application of the permeable slot with a Boussinesq-type

model (Madsen et al., 1997) yielded runup errors on the order of ten percent of

the maximum. Modifications have been made to this permeable slot technique

(Kennedy et al., 2000), increasing the accuracy, but it was also shown that the

empirical coefficients that govern the technique can not be universally determined,

due to numerical stability problems (Chen et al., 2000).

In this section, a new moving boundary treatment for wave propagation models

is presented. The moving boundary algorithm is conceptually simple, easy to im-

plement, and can be employed by different numerical schemes (i.e., finite difference

and finite element) utilizing depth-integrated equations. The moving boundary

technique utilizes linear extrapolation near the wet-dry boundary, thereby allowing

the real boundary location to exist in-between nodal points. The moving bound-

ary scheme is employed by the one-layer model only in this thesis. The model is

compared with the classic Carrier and Greenspan (1958) solution for monochro-

matic long wave runup on a constant slope. As another one horizontal dimension

test, the solitary wave runup experiments of Synolakis (1986,1987), which range

from non-breaking to breaking waves, are recreated numerically. To test the ac-

curacy of two horizontal dimension moving boundary problems, three cases are

examined: wave oscillations in a parabolic basin, solitary wave interaction with a
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conical island, and wave evolution in a trapezoidal channel.

4.3.2 Moving Boundary Algorithm

The development of the moving boundary algorithm presented in this paper began

with a search for a scheme that allows for the wet-dry boundary to exist at any

location, not restrictively at a node on a fixed grid. One method of achieving this

is through dynamic regridding, using a Lagrangian approach. Methods such as

this have been used in finite difference and finite element nonlinear shallow water

(NLSW) and Boussinesq equation models (e.g., Petera and Nasshei, 1996; Zelt,

1991). Lagrangian moving boundary techniques require numerical flexibility, in

terms of utilizing constantly changing space and time steps, to be implemented

in conjunction with a Eulerian-type model. This flexibility is not present in the

current numerical scheme, and is difficult to achieve due to the nature of the

required high-order derivatives, and so a different approach is developed in this

paper.

Owing to the significant number of derivatives calculated by the one-layer nu-

merical model (∼ 50 in 2D), it would be advantageous if the moving boundary

scheme did not require any sort of special treatment of the derivatives near the

wet-dry boundary (i.e., forward, backward, or low order finite differences). To

require, for example, directional differences at the boundary leads to abundant

conditional statements, making the programming tedious and the runtime longer.

Therefore, the five-point centered finite differences that are employed in the nu-

merical model are desired to be used at all locations, including those points near

the shoreline, where neighboring nodes may be dry. With this in mind, the moving

boundary scheme will employ a linear extrapolation of free surface displacement,
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ζ, and velocity components, u1 and v1, from the fluid domain, through the wet-dry

boundary, and into the dry region. Kowalik and Bang (1987) presented a similar

approach of employing a linear extrapolation into the dry region, based on Sielecki

and Wurtele’s (1970) earlier developments. Their model uses a leap-frog scheme to

approximate the Nonlinear Shallow-Water Wave (NLSW) equations, and is limited

to one-dimensional, non-breaking problems. This paper will attempt to extend this

idea to two horizontal dimension breaking problems, using a high order numerical

model.

An extrapolation through the wet-dry boundary permits this boundary to ex-

ist in-between nodal points. Figure 4.6 gives a numerical example of how the

extrapolation is performed in a one-dimensional problem, showing a solitary wave

interacting with a 1:20 slope. The free surface locations that are determined using

the one-layer governing equations, (3.3) and (3.4), are shown by the solid line,

whereas the linearly extrapolated points are shown by the dots. With extrapo-

lated values of ζ and velocity components in the dry region, solving the model

equations at wet nodes can proceed. When solving the model equations, five-point

centered differences are employed to approximate the spatial derivatives. Although

no derivatives are calculated at dry (extrapolated) points, the physical values of

free surface and velocity at these points are used to evaluate derivatives at neigh-

boring wet points. The determination of the location of the wet-dry boundary is

performed once per time step, immediately after the predictor step. The mov-

ing boundary technique is numerically stable, and does not require any additional

dissipative mechanisms.

The first step in the extrapolation boundary method is to determine a nodal

boundary dividing an area where the model equations are to be solved (i.e., the
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Figure 4.6: Runup and rundown of a solitary wave, where extrapolated nodes are

shown by the dots.

wet region) and an area to be extrapolated (i.e., the dry region). The criteria

employed to determine this dividing point is dependant on the total water depth,

H, where H = h + ζ. If H > δ, where δ is some threshold, the model equations

will be applied at the node, otherwise the physical variables at the node will be

extrapolated from a neighboring node. The value of δ should be small; a value

of ao/50, where ao is the incident wave amplitude, was used for all simulations

presented in this paper. This value is chosen based on stability. It was found

that decreasing this value can occasionally cause stability problems, especially for

simulations with strong wave breaking or ones that include bottom friction. The
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instability problems associated with these two parameterizations are due to the

fact that they are inversely proportion to the total water depth. A very small total

water depth may create an equally large dissipative momentum flux, which can

lead to an overflow in the iterative numerical scheme. However, for non-breaking

simulations without bottom friction, a δ value of ao/5000 could be stably employed.

A convergence check, by changing δ, will be discussed briefly in the next section.

For the simple one dimensional problem shown in Figure 4.6, the extrapolation

procedure is straightforward. Using the two wet points (where H > δ) nearest to

the wet-dry boundary, a linear extrapolation into the dry (where H < δ) region

is performed. For the two-dimensional case, the procedure is slightly more com-

plex, but the logic is identical. The 2D extrapolation is performed by checking the

surrounding eight points of a dry node. For each surrounding node that is wet, a

1D linear extrapolation is used to estimate the free surface at the dry node. Since

more than one surrounding node can be wet, the free surface value at the dry node

is taken to be the average of the 1D extrapolations. This procedure is simply re-

peated for the second layer of dry nodes, extrapolating from the just-extrapolated

first layer of dry nodes. For both 1D and 2D cases, a four-point filter is passed over

the extrapolated region, smoothing ζ, u1, and v1, and eliminating possible slope

discontinuities in the extrapolation. Additionally, there is one possible arrange-

ment of wet and dry nodes that can not be allowed to exist. When a wet node is

grouped with dry nodes on both sides, i.e., if node i is wet and both i−1 and i+1

are dry, the extrapolation is impossible for both dry nodes. When this situation is

developed, the wet node is no longer considered to be in the fluid domain, and its

value will be extrapolated.

As the shoreline moves up and down the slope, the number of wet and dry
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points changes. For example, at time n−1, node i−1 is wet and node i is dry, and

its free surface value has been extrapolated. Now, at time n, the new extrapolation

for node i yields a total water depth greater than δ. Node i is therefore now a wet

node, and its value is no longer extrapolated, but calculated by (3.3) and (3.4).

As the extrapolated, dry points are solely a function of the neighboring wet

points, the finite differences that incorporate these dry points cannot truly be

thought of as centered finite differences. Let us consider a one horizontal dimension

problem, and focus on 6 grid points, numbered from i = −3 to i = 2. At the time

that we take a snapshot, the shoreline exists somewhere between point i = 0 and

i = 1. Points to the left of this point are wet (i = −3,−2,−1, 0), and points to

the right are dry (i = 1, 2). At the wet points, the governing equations, using

the predictor-corrector scheme, are solved. At the dry points, the free surface and

velocity are linearly extrapolated, and can be given as:

P1 = 2P0 − P−1 (4.39)

P2 = 3P0 − 2P−1 (4.40)

where P represents both ζ and u1, and the subscripts represent the i-index. Sub-

stituting the extrapolated values of points i = 1 and i = 2 into the 4th order first

derivative difference equation:

∂P0

∂x
=

P−2 − 8P−1 + 8P1 − P2

12∆x
(4.41)

yields, after some manipulation:

∂P0

∂x
=

1

6

[
∂P0

∂x

]

2B

+
5

6

[
∂P0

∂x

]

1B

(4.42)

where 2B stands for the 2nd order backward (or upwind) finite difference:
[
∂P0

∂x

]

2B

=
P−2 − 4P−1 + 3P0

2∆x
(4.43)
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and 1B stands for the 1st order backward (or upwind) finite difference:

[
∂P0

∂x

]

1B

=
−P−1 + P0

∆x
(4.44)

Using the same approach, the derivative at i = −1 can be rewritten as:

∂P−1

∂x
=

1

2

[
∂P0

∂x

]

3T

+
1

3

[
∂P0

∂x

]

2C

+
1

6

[
∂P0

∂x

]

1B

(4.45)

where 3T stands for the 3rd order tilted (in the backward direction) finite difference:

[
∂P−1

∂x

]

3T

=
P−3 − 6P−2 + 3P−1 + 2P0

6∆x
(4.46)

and 2C stands for the 2nd order centered finite difference:

[
∂P−1

∂x

]

2C

=
−P−2 + P0

2∆x
(4.47)

So clearly, hidden within the linear extrapolation, is leading order dissipation as-

sociated with the upwind differencing, even though a 4th order centered difference

is being taken. Note that the extrapolations are done for both free surface and

velocity, so the moving boundary scheme will dissipate both momentum and mass.

The same analysis can be done for the second-order in space derivatives. At

the point i = 0, the curvature is given as

∂2P0

∂x2
=

P−1 − 2P0 + P1

∆x2
(4.48)

which is, with the linear extrapolation of P1, exactly zero at this point. Therefore,

at the first wet point, all second-order differences disappear, and the governing

equations (3.3) and (3.4), reduce to the nonlinear shallow water wave equations

for the 1D problem. Now, looking at the whole picture of first and second order

spatial derivatives, we see that numerical dissipation is not as great as it might

appear. It was shown that the first spatial derivative at the first wet point, ∂P0

∂x
,
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is in large part approximated by the first order upwind finite difference,
[

∂P0

∂x

]
1B

.

The leading numerical truncation error of the upwind difference is ∆x
2

∂2P0

∂x2 , which

is the source of the numerical dissipation in upwind schemes. However, at this first

wet point, the second spatial derivative, ∂2P0

∂x2 , is forced to zero in the numerical

model. The leading numerical truncation error of the second spatial derivative

taken with a second order centered difference formula is ∆x2

12
∂4P0

∂x4 . Therefore, the

leading order, dissipative truncation error of the upwind difference at the first wet

point is actually ∆x
2

(
∆x2

12
∂4P0

∂x4

)
. At the second wet point, the first spatial derivative,

∂P−1

∂x
, also incorporates upwind differencing (although its importance is 5 times less

here as compared to the first wet point). As the second spatial derivative at this

point is non-zero, there will at this point occur dissipation proportional to the

second spatial derivative, equal to ∆x
10

∂2P−1

∂x2 .

It is worth noting that these issues with leading order numerical dissipation

associated with the linear extrapolation could be avoided by utilizing a higher

order polynomial extrapolation. Unfortunately, these higher order extrapolations

created stability problems with breaking and near-breaking wave runup. As these

waves approach the beach, typically the curvature of the free surface is large very

near the shoreline. The large curvature created rapidly varying extrapolated values,

which then led to numerical roundoff problems.

It would seem to be unnecessary to perform the linear extrapolation in the

numerical model, as one could simply code a couple conditional statements, where

if the current calculation node in the model is near the wet/dry boundary, use

upwind differencing, instead of centered differencing. This too was attempted, but

always resulted in 2∆x waves. It was found, through trial and error, that stability
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comes from the prediction of velocity in the dry region. In this numerical scheme:

(uα)n+1 = f
[
(uα)n+1, (uα)n, (uα)n−1, (uα)n−2

]
(4.49)

as well as a function of numerous other parameters. Let us say that at time n, the

point i was dry. Now, at time n + 1, the point i is wet. What are the previous

values of velocity, at times n − 2, n − 1, and n, to use in the predictor-corrector

scheme? An answer of zero velocity would be most obvious, because physically,

there was no fluid. Using a zero velocity at these times in the numerical model led

to 2∆x waves. So for this type of model, a zero velocity at previous times does

not work. Using the linearly extrapolated velocities at the previous times of n− 2,

n−1, and n works well. It could be argued that the velocities at the previous ”dry”

times should not be zero, in fact they should not be anything - they are undefined.

Thus, this model is simply taking a reasonable guess at what the undefined velocity

should be in order to yield a stable and accurate numerical model. The linear

spatial extrapolation is not just important as a spatial extrapolation (which is

equivalent to some combination of upwind differencing) - it is especially important

as a temporal extrapolation.

As a primary check of the algorithm, its ability to conserve mass is analyzed.

Mass is defined as the integral of the free surface elevation, not the integral of the

total water depth. A range of solitary waves, from 0.01 < εo < 0.4 propagating

up one-dimensional slopes of 1:10, 1:20, and 1:50 were checked for conservation of

mass. Note that when referencing solitary waves, εo = d/h, where d is the solitary

wave height. The solitary wave is generated using the analytic formulas presented

in Wei and Kirby (1995), which are derived from the weakly nonlinear, ”extended”

Boussinesq equations. Figure 4.7 summarizes the conservation properties of these

cases. Shown in this figure is the fractional change in mass of the soliton, after
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Figure 4.7: Fractional change in mass for breaking and non-breaking solitary waves

interacting with 3 different planar slopes. Simulations where breaking occurs are

indicated by the x’s, non-breaking results by the o’s.

completely exiting the nearshore region. Thus, these fractions represent the change

in mass, scaled by the initial mass, after interaction with the shoreline is over.

There are two clear trends: (1) for a given slope, the error in conservation is larger

with larger wave heights (2) for a given wave height, the error is larger with milder

slopes. Both of these trends are consistent with the expectation that the numerical

error is larger when the curvature near the shoreline is larger.
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4.3.3 Validation in One Horizontal Dimension

Sine Wave Runup

As a first check of the moving boundary model, a monochromatic wave train is

let to runup and rundown a plane beach. This situation has an analytic solution

derived by Carrier and Greenspan (1958). Their derivation makes use of the NLSW

equations, and thus for consistency the dispersive (µ2
o) terms will be ignored in the

numerical simulations for this comparison. The wave and slope parameters for

this test case are identical to those used by Madsen et al. (1997) and Kennedy et

al. (2000). A wave train with height 0.006 m and period of 10 s travels in a one

dimensional channel with a depth of 0.5 m and a slope of 1:25. For the numerical

simulation, a grid size of 0.045 m and a time step 0.01 s are used; bottom friction

is not included and the wave does not break. It should be noted that the grid size

is an order of magnitude smaller than what is required for a convergent solution.

This small grid size is used only to make certain that the boundary location travels

a significant number of grid points (> 10) during runup and rundown.

The results of the numerical simulation are shown in Figure 4.8. Figure 4.8a)

shows the numerical free surface at various times, along with two profiles of the

analytic free surface. The comparison between analytic and numerical horizontal

shoreline movement is shown as Figure 4.8b). The agreement is good. Also, as a

check on the convergence properties of δ, an additional simulation with δ = ao/5000

was run. A comparison between the δ = ao/50 shows little difference, and is not

given in this paper . The maximum deviation in shoreline at any time between the

two δ runs is on the order of 0.01% of the maximum excursion.
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Figure 4.8: Sine wave runup on a planar beach, a) Numerical free surface at

various times, analytic free surface is shown by the dashed line (−−), and is

only compared for the maximum and minimum shoreline movement profiles. b)

Comparison between analytical (−−) and numerical (−) shoreline movement.

Nonbreaking and Breaking Solitary Wave Runup

Solitary wave runup and rundown was investigated experimentally by Synolakis

(1986,1987). In his work, dozens of experimental trials were performed, encom-

passing two orders of magnitude of solitary wave height. The beach slope was

kept constant at 1:19.85. Many researchers have used this data set to validate

numerical models (e.g., Zelt, 1991; Lin et al., 1999). To compare with this data,

solitary waves with heights in the range of 0.005 < ε < 0.5 are made to runup
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and rundown a slope and the maximum vertical runup is calculated. Note that

this range includes both non-breaking and breaking waves. For all simulations,

∆x/h = 0.3 and ∆t
√

g/h = 0.03. As a test of the sensitively of wave runup to

bottom friction, three sets of simulations were undertaken with different bottom

friction coefficients, f . Set 1 was run with no bottom friction, Set 2 with f = 10−3,

and Set 3 with f = 10−2.

The numerical results are compared with the experimental data in Figure 4.9,

where maximum vertical runup is scaled by the water depth. For the smallest

solitary waves (ε < 0.01) bottom friction does not affect the runup, as maximum

runup is identical for all three numerical sets. This is consistent with previous

research (e.g., Liu et al. 1995), where it is shown that bottom friction effects are

minor for nonbreaking waves, and will typically alter the runup by < 0.5% of the

maximum. For larger wave heights, breaking is initiated, both experimentally and

numerically, near εo = 0.04. It is at this point that the numerical runup for Set

1 and Set 2 begins to diverge. Note that due to the log-log scale used in Figure

4.9, the deviation in maximum runup may not be apparent. As an example, for

εo = 0.3, scaled runup with no bottom friction is 1.21, with f = 10−3 runup is 0.73,

and with f = 10−2 is 0.45, which are significantly different. Use of f = 5 ∗ 10−3

yields the best agreement with experimental data for this particular case.

It would seem that inclusion of an accurate bottom friction parameterization

becomes increasingly important with increasing degree of wave breaking. The

probable reason is that as a broken wave runs up a mild slope, it travels up the

slope as a fairly thin layer of water. As can be seen from (4.34), the smaller the

total water depth, the more important bottom friction becomes.

Synolakis (1986) also photographed the waves during runup and rundown. One
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Figure 4.9: Nondimensional maximum runup of solitary waves on a 1:19.85 beach

versus nondimensional wave height. The points represent experimental data taken

from Synolakis (1986), the dotted line is the numerical result with no bottom

friction, the solid line is the numerical result with a bottom friction coefficient, f ,

of 10−3, and the dashed line with f = 10−2.

set of these snapshots, for εo = 0.28, was digitized and compared with the numeri-

cal prediction, shown in Figure 4.10. The numerical simulation shown in this figure

uses f = 10−3. The wave begins to break between Figs. 4.10a) and 4.10b), and

the runup/rundown process is shown in Figs. 4.10c)-d). In Fig 4.10c), numerical

snapshots from three other models are plotted. The comparisons indicate a signifi-

cant improvement over weakly nonlinear Boussinesq equation results of Zelt (1991)
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and the NLSW results of Titov and Synolakis (1995). Additionally, the numerical

results presented in this paper compare favorably to the two dimensional (vertical

plane) results of Lin et al. (1999), which makes use of a complex turbulence model.

4.3.4 Validation in Two Horizontal Dimensions

Long Wave Resonance in a Parabolic Basin

Analytic solutions exist for few nonlinear, two horizontal dimension problems.

One such solution is that for a long wave resonating in an circular parabolic basin.

Thacker (1981) presented a solution to the NLSW equations, where the initial free

surface displacement is given as:

ζ(r, t = 0) = ho

[
(1− A2)1/2

1− A
− 1− r2

a2

{
1− A2

(1− A2)2
− 1

}]
(4.50)

and the basin shape is given by:

h(r) = ho

(
1− r2

a2

)
(4.51)

where

A =
a4 − r4

o

a4 + r4
o

, (4.52)

ho is the center point water depth, r is the distance from the center point, a is the

distance from the center point to the zero elevation on the shoreline, and ro is the

distance from the center point to the point where the total water depth is initially

zero. The numerical values used for this test are : ho = 1.0m, ro = 2, 000m, and

a = 2, 500m. The centerline initial condition and depth profile is shown in Figure

4.11. Thacker showed the solution to this problem to be:

ζ(r, t) = ho

[
(1− A2)1/2

1− A cos wt
− 1− r2

a2

{
1− A

(1− A cos wt)2
− 1

}]
(4.53)
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Figure 4.10: Breaking solitary wave runup and rundown on a planar beach at

t(g/h)1/2 = a) 15, b) 20, c) 25, d) 45. The solid line represents the numerical results

and the points experimental data. In c) the dashed line represents numerical results

by Lin et al. (1999) (closest to experiment and numerical results presented in this

paper), the dotted line represents results by Zelt (1991), and the dashed-dotted

line results by Titov and Synolakis (1995).
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Figure 4.11: Initial free surface and depth profile for parabolic basin test.

where

w =
1

a
(8gho)

1/2 (4.54)

and g is gravity. Cho (1995) also used this solution as a test for his NLSW mov-

ing boundary model. Cho’s model, an explicit leap-frog finite-difference scheme

which includes numerical frequency dispersion, reproduced the analytical solution

very well for roughly one-half of an oscillation, but began to deviate soon after.

A simulation using the extrapolation boundary technique presented in this paper

was undertaken, truncating the dispersive terms in (3.3) and (3.4) to be consistent

with the NLSW solution, and using ∆x = 28m and ∆t = 0.9s. Bottom friction

is not included and the wave does not break. The comparison between the nu-

merical and analytic results is shown in Figure 4.12. The numerical free surfaces
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Figure 4.12: Centerline free surface profiles for numerical (−−) and analytical (· · ·)
bowl oscillation solutions at t= a) 5T , b) 51

6
T , c) 51

3
T , d) 51

2
T , where T is the

oscillation period.

shown in Fig 4.12a)-d) are from the fifth oscillation, and show excellent agreement

with the analytic solution. Additionally, a test using the full equations (3.3) and

(3.4), with dispersive terms, was performed. Interestingly, the wave field in this

situation becomes chaotic after the first oscillation, and shows a similar pattern of

divergence from the analytical solution as Cho’s results. Therefore this parabolic

basin comparison would appear to be an ideal test for NLSW models, as the effects

of numerical dispersion or dissipation become evident rapidly.
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Runup on a Conical Island

Briggs et al. (1994) presented a set of experimental data for solitary wave inter-

action around a conical island. The slope of the island is 1:4 and the water depth

is 0.32m. Three cases were simulated, corresponding to solitary wave heights of

0.013 m (εo = 0.04) , 0.028 m (εo = 0.09), and 0.058 m (εo = 0.18). In addition

to recording free surface elevation at a half dozen locations, maximum wave runup

around the entire island was measured. This data set has been used by several

researchers to validate numerical runup models (e.g., Liu et al., 1995; Titov and

Synolakis, 1998; Chen et al., 2000). In this paper, free surface elevation is com-

pared at the locations shown in Figure 4.13. Gages #6 and #9 are located near the

front face of the island, with #9 situated very near the initial shoreline position.

Gages #16 and #22 are also located at the initial shoreline, where #16 is on the

side of the island and #22 on the back face.

Simulations were performed using ∆x = 0.15m and ∆t = 0.02s; bottom friction

is neglected for these numerical tests. A soliton is placed in the numerical domain,

as an initial condition. Numerical-experimental time series comparisons are shown

in Figure 4.14. Figures 4.14a)-d) are for Case 1 (εo = 0.04), 4.14e)-h) are for Case

2 (εo = 0.09), and 4.14i)-l) are for Case 3 (εo = 0.18). The gage number is shown

in the upper left of each subplot. For all comparisons, the lead wave height and

shape is predicted very well with the current model. Also, for all comparisons, the

secondary depression wave is not predicted well. The numerical results show less

of a depression following the main wave than in the experiments. This deviation is

consistent with other runup model tests (e.g., Liu et al., 1995; Chen et al., 2000).

The agreement of Case 3 is especially notable, as the soliton breaks along the

back side of the island as the trapped waves intersect. This breaking occurs both



95

Figure 4.13: Conical island setup. The gage locations are shown by the dots, and

the wave approaches the island from the left.

experimentally, as discussed in Liu et al. (1995), and numerically.

As mentioned, maximum runup was also experimentally recorded. The vertical

runup heights are converted to horizontal runups, scaled by the initial shoreline

radius, and plotted on Figure 4.15. The crosshairs represents the experimental

data, where Fig. 4.15a) is for Case 1., Fig. 4.15b) is for Case 2, and Fig. 4.15c) is

for Case 3. The numerical maximum inundation is also plotted, given by the solid

line. The agreement for all cases is very good.
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Figure 4.14: Experimental (- -) and numerical (–) time series for solitary wave

interaction with a conical island. Figures a) - d) are for case A, e) - h) are for case

B, and i) - l) are for case C. The gage number is shown in the upper left.

Soliton Evolution in a Trapezoidal Channel

Peregrine (1969) presented laboratory experiments wherein solitary waves prop-

agated through a trapezoidal channel. To experimentally create the solitons, a
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Figure 4.15: Maximum horizontal runup, scaled by the initial shoreline radius, for

case A a), case B b), and case C c). Experimental values are shown by the stars

and the numerical results by the solid line.

piston wavemaker was cut to fit the channel and could slide horizontally along the

trapezoidal channel. In the numerical simulations, as it is difficult to implement

a piston wavemaker in a trapezoidal channel, the solutions of solitary waves in

rectangular channels are used as an initial condition everywhere in the channel.

Once a solitary wave enters a trapezoidal channel, it deforms. Eventually,

in certain channels, the leading wave will reach a quasi steady state, and the

waveform will not change in time. After reaching this quasi steady state, numerical

results of the lead wave height are compared with Peregrine’s experimental results.

The comparisons are shown in Figure 4.16. For this comparison, a trapezoidal

half - channel (one vertical wall and one sloping side wall) with constant depth

width of 1.5ho, where ho is the depth at the non-sloping part the channel, and a

sidewall slope of 1:1 is employed. Three different amplitude solitary waves (a =

0.08ho, a = 0.12ho, and a = 0.18ho) are simulated and compared with experimental

results. The numerical results show reasonably good agreement with laboratory

data, although there is a clear trend of under prediction of wave height near the
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Figure 4.16: The transverse profile of a solitary wave in a trapezoidal channel.

The continuous line shows the numerical result; the crosses indicate the measured

profile digitized from Peregrine’s (1969) paper.

shoreline.

An interesting property of wave evolution in certain trapezoidal channels is the

successive regeneration of the wave front. When the channel is wide enough, with

respect to the wavelength, and the side-wall slope is gradual enough, the wave

energy that is reflected off the side walls does not resituate in the original wave, as

occurs in the Peregrine (1969) experiments discussed above, but forms a distinct

wave behind the original wave front. Wave energy is continually transferred from

the original wave front into the new wave behind, until the original wave front
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virtually disappears. The new front has a smaller height, and a slightly longer

wavelength than the original.

One example of the phenomenon is discussed in this section. A half channel is

created (one vertical wall at y = 0, one sloping side wall), with a constant water

depth width of 9ho and a length of 250ho, where ho is the constant water depth

along the center of the channel. The side wall is sloped at 1:5. A solitary wave, with

wave height 0.1ho is placed in the channel as an initial condition. The wave does

not break, and bottom friction is not included. For this simulation, ∆x/ho = 0.14

and ∆t
√

g/ho = 0.05 are used.

Figure 4.17 shows four snapshots, in plan view, of the wave propagating through

the part of channel. The dashed line plotted across the channel is the x − ct = 0

line, where c is the linear long wave speed,
√

gho. Seafloor elevation contours are

also shown on each plot. Fig. 4.17a) shows the wave soon after the simulation has

begun, and the front is beginning to arc, due to slower movement in the shallower

water. By the time shown in Fig. 4.17b), wave energy has reflected off the slope,

and has formed a second, trailing, wave crest behind the original wave. As this

slope-reflected wave crest interacts with the vertical wall (or centerline of channel),

a Mach stem forms at the vertical wall, and virtually no wave energy is reflected

off the vertical wall. Also at this time, an oscillatory train, trailing the leading

wave, forms along the slope. At time = 65, shown in Fig. 4.17c), most of the wave

energy has transferred from the original wave front, to the secondary crest. In the

last plot, Fig. 4.17d), the process has started to repeat itself, evidenced by the

lobe growing behind the second front, near a depth of 0.9.

This process can be examined from a different perspective with Figure 4.18.

This figure shows numerous time series, taken along the centerline of the channel
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Figure 4.17: Evolution of a solitary wave in a trapezoidal channel (half channel

shown), at t(g/h)1/2 = a) 7.5 b) 35 c) 65 d) 93. Seafloor elevation contours are

shown at increments of 0.5 ho, by the solid lines. The line of x − ct = 0 is shown

by the dashed line.

(y = 0). Also shown are three characteristic lines. Following the first characteristic,

we can see that the lead wave as nearly disappeared by x = 140ho, whereas the

secondary wave is clearly defined by this point. The process repeats; at x = 230ho,

the secondary wave is vanishing, and a third wave front is beginning to take shape.

The phenomenon shown in Figs. 4.17 and 4.18 is an interesting one, although not

wholly unexpected, and is a demonstration of the interaction between nonlinearity

and refraction.
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Chapter 5

One-Layer Modeling Topics

5.1 Landslide-Generated Waves

In recent years, significant advances have been made in developing mathemati-

cal models to describe the entire process of generation, propagation and run-up

of a tsunami event (e.g. Yeh et al . 1996; Geist 1998). These models are based

primarily on the shallow-water wave equations and are adequate for tsunamis gen-

erated by seismic seafloor deformation. Since the duration of the seismic seafloor

deformation is very short, the water surface response is almost instantaneous and

the initial water surface profile mimics the final seafloor deformation. The typical

wavelength of this type of tsunami ranges from 20 km to 100 km. Therefore, fre-

quency dispersion can be ignored in the generation region. The nonlinearity is also

usually not important in the generation region, because the initial wave amplitude

is relatively small compared to the wavelength and the water depth. However,

the frequency dispersion becomes important when a tsunami propagates for a long

distance. Nonlinearity could also dominate as a tsunami enters the runup phase.

Consequently, a complete model that can describe the entire process of tsunami

102
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generation, evolution, and runup needs to consider both frequency dispersion and

nonlinearity.

Tsunamis are also generated by other mechanisms. For example, submarine

landslides have been documented as one of possible sources for several destructive

tsunamis (Moore & Moore 1984, von Huene et al . 1989, Jiang & LeBlond 1992,

Tappin et al . 1999, Keating & McGuire 1999). On November 29, 1975, a landslide

was triggered by a 7.2 magnitude earthquake along the southeast coast of Hawaii.

A 60 km stretch of Kilauea’s south coast subsided 3.5 m and moved seaward 8

m. This landslide generated a local tsunami with a maximum runup height of 16

m at Keauhou (Cox & Morgan 1977). More recently, the devastating Papua New

Guinea tsunami in 1998 is thought to be caused by a submarine landslide (Tappin

et al . 1999, Keating & McGuire 1999, Tappin et al . 2001). In terms of tsunami

generation mechanisms, two significant differences exist between submarine land-

slide and coseismic seafloor deformation. First, the duration of a landslide is much

longer and is in the order of magnitude of several minutes. Hence the time his-

tory of the seafloor movement will affect the characteristics of the generated wave

and needs to be included in the model. Secondly, the effective size of the land-

slide region is usually much smaller than the coseismic seafloor deformation zone.

Consequently, the typical wavelength of the tsunamis generated by a submarine

landslide is also shorter, i.e., about 1 to 10 km. Therefore, the frequency disper-

sion could be important in the wave generation region. The existing numerical

models based on shallow-water wave equations may not be suitable for modeling

the entire process of submarine landslide generated tsunami (e.g., Raney & Butler

1976, Harbitz et al . 1993).

In this paper, we shall present a new model describing the generation and
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propagation of tsunamis by a submarine landslide. In this general model only the

assumption of weak frequency dispersion is employed, i.e., the ratio of water depth

to wavelength is small or O(µ2
o) ¿ 1. Until the past decade, weakly dispersive mod-

els were formulated in terms of a depth-averaged velocity (e.g. Peregrine, 1967).

Recent work has clearly demonstrated that modifications to the frequency disper-

sion terms (Madsen et al ., 1992) or expression of the model equations in terms of

an arbitrary-level velocity (Ngowu, 1993; Liu, 1994) can extend the validity of the

linear dispersion properties into deeper water. The general guideline for dispersive

properties is that the ”extended” versions of the depth-integrated equations are

valid for wavelengths greater than two water depths, whereas the depth-averaged

model is valid for lengths greater than five water depths (e.g., Nwogu, 1993). More-

over, in the model presented in this paper, the full nonlinear effect is included, i.e.,

the ratio of wave amplitude to water depth is of order one or εo = O(1). Therefore,

this new model is more general than that developed by Liu & Earickson (1983),

in which the Boussinesq approximation, i.e., O(µ2
o) = O(εo) ¿ 1 was used. In the

special case where the seafloor is stationary, the new model reduces to the model

for fully nonlinear and weakly dispersive waves propagating over a varying water

depth (e.g. Liu 1994, Madsen & Schäffer 1998). The model is applicable for both

the impulsive slide movement and creeping slide movement. In the latter case the

time duration for the slide is much longer than the characteristic wave period.

5.1.1 Accuracy Limitation of Numerical Model

This section is organized in the following manner. The general model equations

are simplified for special cases. The numerical model is tested using available ex-

perimental data (e.g., Hammack 1973) for one-dimensional situations. Employing
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a Boundary Integral Equation Model, which solves for potential flow in the vertical

plane, a deep water limit for waves generated by submarine slides is determined

for the depth-integrated model. The importance of nonlinearity and frequency

dispersion is inferred through numerical simulation of a large number of different

physical setups.

Approximate Two-Dimensional Governing Equations

Equations (3.3) and (3.4) are the coupled governing equations, written in terms

of uα and ζ, for fully nonlinear, weakly dispersive waves generated by a seafloor

movement. In this section, this one-layer model will be referred to as FNL-EXT,

for fully-nonlinear, ”extended” equations.

Creeping ground movements

The general derivation of Chapter 2 assumed that the time scale of the seafloor

movement is the same order of magnitude as the typical period of generated water

wave, tw = `0/
√

gh0 as given in (2.1). When the ground movement is creeping

in nature, the time scale of seafloor movement, tc, could be larger than tw. The

only scaling parameter that is directly affected by the time scale of the seafloor

movement is the characteristic amplitude of the wave motion. After introducing

the time scale tc into the time derivatives of h in the continuity equation, (3.3),

along with a characteristic change in water depth ∆h, the coefficient in front of ht

becomes

δ

εo

tw
tc

(5.1)
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where δ = ∆h/ho. To maintain the conservation of mass, the above parameter

must be of order one. Thus,

εo = δ
tw
tc

=
δlo

tc
√

gho

(5.2)

The above relationship can be interpreted in the following way: During the creeping

ground movement, over the time period t < tc the generated wave has propagated

a distance t
√

gho. The total volume of the seafloor displacement, normalized by ho,

is δlo
t
tc

, which should be the same as the volume of water underneath the generated

wave crest, i.e., εot
√

gho. Therefore, over the ground movement period, t < tc, the

wave amplitude can be estimated by (5.2). Consequently, nonlinear effects become

important only if ε defined in (5.2) is O(1). Since, by definition of a creeping slide,

the value lo

tc
√

gho

is always less than one, fully nonlinear effects will be important

for only the largest slides. The same conclusion was reached by Hammack (1973),

using a different approach. The importance of the fully nonlinear effect when

modeling creeping ground movements will be tested in a following section.

Weakly nonlinear waves

In many situations the seafloor displacement is relatively small in comparison with

the local depth, and the seafloor movement can be approximated as

h(x, y, t) = h0(x, y) + δh(x, y, t), (5.3)

in which δ is considered to be small. In other words, the maximum seafloor dis-

placement is much smaller than the characteristic water depth. Since the free

surface displacement is directly proportional to the seafloor displacement, i.e.

O(εoζ) = O(δh) or much less than the seafloor displacement in the case of creeping

ground movements, we can further simplify the governing equations derived in the
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previous section by allowing

O(εo) = O(δ) = O(µ2
o) ¿ 1 (5.4)

which is the Boussinesq approximation. Thus, the continuity equation, (3.3) can

be reduced to

ζt +∇ · (Huα) +
δ

ε
ht − µ2∇ ·

{
h0

[(
1

6
h2

0 −
1

2
z2

α

)
∇(∇ · uα)

−
(

1

2
h0 + zα

)
∇

(
∇ · (h0uα) +

δ

ε
ht

)]}
= O(µ4, µ2ε, δµ2) (5.5)

The momentum equation becomes

uαt + εuα · ∇uα +∇ζ + µ2 ∂

∂t

{
1

2
z2

α∇(∇ · uα) + zα∇[∇ · (h0uα) +
δ

ε
ht]

}

= O(µ4, εµ2, δµ2) (5.6)

These model equations will be referred to as WNL-EXT, for weakly-nonlinear,

”extended” equations. The linear version of the above will also be utilized in

the following analysis, and will be referred to as L-EXT, for linear, ”extended”

equations.

It is also possible to express the approximate continuity and momentum equa-

tions in terms of a depth-averaged velocity. One version of the depth-averaged

equations will be employed in future sections, which is subject to the restraint

(5.4), and is given as

ζt +∇ · (Hu) +
δ

εo

ht = 0 (5.7)

ut + εou · ∇u +∇ζ + µ2
o

∂

∂t

{
h2

0

2
∇(∇ · u)− h0

6
∇[∇ · (h0u) +

δ

ε
ht]

}

= O(µ4
o, εoµ

2
o, δµ

2
o) (5.8)

where the depth-averaged velocity is defined as

u(x, y, t) =
1

h + εoζ

∫ εoζ

h
u(x, y, z, t) dz (5.9)
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This set of model equations, (5.7) and (5.8), will be referred to as WNL-DA, for

weakly-nonlinear, depth-averaged equations.

Nonlinear shallow-water waves

In the case that the water depth is very shallow or the wavelength is very long,

the governing equations, (3.3) and (3.4), can be truncated at O(µ2). These result-

ing equations are the well-known nonlinear shallow water equations in which the

seafloor movement is the forcing term for wave generation. This set of equations

will be referred to as NL-SW, for nonlinear, shallow-water equations.

Comparisons with Experiment and Other Models

As a first check of the present model, a comparison between Hammack’s (1973)

experimental data for an impulsive bottom movement in a constant water depth

is made. The bottom movement consists of a length, lo= 24.4 water depths, which

is pushed vertically upward. The change in depth for this experiment, δ, is 0.1, so

nonlinear effects should play a small role near the source region. Figure 5.1 shows

a comparison between the numerical results using FNL-EXT, experimental data,

and the linear theory presented by Hammack. Both the fully nonlinear model

and the linear theory agree well with experiment at the edge of the source region

(Figure 5.1a). From Figure 5.1b, a time series taken at 20 water depths from the

edge of the source region, the agreement between all data is again quite good, but

the deviation between the linear theory and experiment is slowly growing. The

purpose of this comparison is to show that the present numerical model accurately

predicts the free surface response to a simple seafloor movement. It would seem

that if one was interested in just the wave field very near the source, linear theory
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is adequate. However, as the magnitude of the bed upthrust, δ, becomes large,

linear theory is not capable of accurately predicting the free surface response even

very near the source region. One such linear vs. nonlinear comparison is shown

in Figure 5.1 for δ = 0.6. The motion of the bottom movement is the same as in

Hammack’s case above. Immediately on the outskirts of the bottom movement,

there are substantial differences between linear and nonlinear theory, as shown in

Figure 5.1c. Additionally, as the wave propagates away from the source, errors in

linear theory are more evident.

A handful of experimental trials and analytic solutions exist for non-impulsive

seafloor movements. However, for the previous work that made use of smooth

obstacles, such as a semi-circle (e.g., Forbes & Schwartz, 1982) or a semi-ellipse

(e.g., Lee et al., 1989), the length of the obstacle is always less than 1.25 water

depths, or µ ≥ 0.8. Unfortunately, these objects will create waves too short to be

modeled accurately by a depth-integrated model.

Watts (1997) performed a set of experiments where he let a triangular block free

fall down a planar slope. In all the experiments, the front face (deep water face)

of the block was steep, and in some cases vertical. Physically, as the block travels

down a slope, water is pushed out horizontally from the vertical front. Numerically,

however, using the depth-integrated model, the dominant direction of water motion

near the vertical face is vertical. This can be explained as follows. Examining the

depth-integrated model equations, starting from the leading order, shallow water

wave equations, the only forcing term due to the changing water depth appears

in the continuity equation. There is no forcing term in the horizontal momentum

equation. Therefore, in the non-dispersive system, any seafloor bottom cannot

directly create a horizontal velocity. This concept can be further illuminated by
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Figure 5.1: Shown in subplots a) and b), a comparison between Hammack’s (1973)

experimental data (dots) for an impulsive seafloor upthrust of δ=0.1, FNL-EXT

numerical simulation (solid line), and linear theory (dashed line); a) is a time

series at x/h=0 and b) is at x/h=20, where x is the distance from the edge of the

impulsive movement. Subplots c) and d) show FNL-EXT (solid line) and L-EXT

(dashed line) numerical results for Hammack’s setup, except with δ=0.6.

the equation describing the vertical profile of horizontal velocity:

u(x, y, z, t) = uα(x, y, t) + O(µ2
o) (5.10)

Again, the changing seafloor bottom cannot directly create a horizontal velocity

component for the non-dispersive system. All of the seafloor movement, whether
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it is a vertical or translational motion, is interpreted as strictly a vertical motion,

which can lead to a very different generated wave pattern.

When adding the weakly dispersive terms, the vertical profile of the horizontal

velocity becomes:

u(x, y, z, t) = uα(x, y, t)−

µ2
o

{
z2 − z2

α

2
∇(∇ · uα) + (z − zα)∇

[
∇ · (huα) +

ht

εo

]}
+ O(µ4

o) (5.11)

Now, with the higher-order dispersive formulation, there is the forcing term, ∇ht,

which accounts for the effects of a horizontally moving body. Keep in mind, how-

ever, that this forcing term is a second-order correction, and therefore should

represent only a small correction to the horizontal velocity profile. Thus, with

rapid translational motion and/or steep side slopes of a submarine slide, the flow

motion is strongly horizontal locally, and the depth-integrated models are not ad-

equate. In slightly different terms, let the slide mass have a characteristic side

length, Ls. A side length is defined as the horizontal distance between two points

at which ∂h/∂t = 0. This definition of a side length is described graphically in

Figure 5.2. Figure 5.2a shows a slide mass that is symmetric around its midpoint

in the horizontal direction, where the back (shallow water) and front (deep water)

side lengths are equal. Figure 5.2b shows a slide mass whose front side is much

shorter that the back. Note that for the slide shown in Fig. 5.2b, the side lengths,

measured in the direction parallel to the slope, are equal, whereas for the slide in

Fig. 5.2a the slide lengths are equal when measured in the horizontal direction.

An irregular slide mass will have least two different side lengths. In these cases,

the characteristic side length, Ls, is the shortest of all sides. When Ls is small

compared to a characteristic water depth, ho, that side is considered steep, or in

deep water, and the shallow-water based depth-integrated model will not be accu-
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Figure 5.2: Graphical definition of the characteristic side length of a slide mass.

The slide mass at time=to is shown by the solid line, while the profile at some

time=t > to is shown by the dashed line. The negative of the change in water

depth (or the approximate free surface response in the non-dispersive equation

model) during the increment t− to is shown by the thick line plotted on z=0.1.

rate. For the vertical face of Watts’ experiments, Ls = 0, and therefore Ls/ho = 0

and the situation resembles that of an infinitely deep ocean. The next section will

attempt to determine a limiting value of Ls/ho where the depth-integrated model

begins to fail.
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Limitations of the Depth-Integrated Model

Before utilizing the model for practical applications, the limits of accuracy of the

depth-integrated model must be determined. As illustrated above, just as there

is a short wave accuracy limit (wave should be at least 2 water depths long when

applying the ”extended” model), it is expected that there is also a slide length scale

limitation. By comparing the outputs of this model to those of the BIEM model, a

limiting value of Ls/ho can be inferred. The high degree of BIEM model accuracy

in simulating wave propagation is well documented (e.g. Grilli 1989, Grilli et al.

1994).

The comparison cases will use a slide mass travelling down a constant slope.

The slide mass moves as a solid body, with velocity described following Watts

(1997). This motion is characterized by a decreasing acceleration until a terminal

velocity is reached. All of the solid body motion coefficients used in this paper

are identical to those employed by Grilli & Watts (1999). Note that all of the

submarine landslide simulations presented in this paper are non-breaking.

The setup of the slide mass on the slope is shown in Figure 5.3. The time

history of the seafloor is described by

h(x, t) = ho(x)− ∆h

2

[
1 + tanh

(
x− xl(t)

S

)] [
1− tanh

(
x− xr(t)

S

)]
(5.12)

where ∆h is the maximum vertical height of the slide, xl is the location of the

tanh inflection point of the left side of the slide, xr is the location of the inflection

point on the right side, and S is a shape factor, controlling the steepness of the

slide sides. The right and left boundaries, and steepness factor are given by:

xl(t) = xc(t)− b

2
cos(θ), xl(t) = xc(t) +

b

2
cos(θ), S =

0.5

cos(θ)

where xc is the horizontal location of the center point of the slide, and is determined
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Figure 5.3: Setup for submarine landslide comparisons.

using the equations governing the solid body motion of the slide. The angle of the

slope is given by θ. The thickness of the ”slideless” water column, or the baseline

water depth, at the centerpoint of the slide is defined by hc(t) = ho(xc(t)) =

∆h + d(t). With a specified depth above the initial center point of the slide mass,

do = d(t = 0), the initial horizontal location of the slide center, xc(t = 0), can

be found. The length along the slope between xl and xr is defined as b, and all

lengths are scaled by b.

For the first comparison, a slide with the parameter set: θ=6◦, do/b=0.2, and

∆h/b=0.05 is modeled with FNL-EXT and BIEM. With these parameters the

characteristic horizontal side length of the slide mass, Ls/b, is 1.7. Ls is defined

as in Figure 5.2, or specifically, the horizontal distance between two points at
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which ∂h/∂t is less than 1% of the maximum ∂h/∂t value. Note that a 6◦ slope is

roughly 1/10. Figure 5.4 shows four snapshots of the free surface elevation from

both models. The lowest panel in the figure shows the initial location of the slide

mass, along with the locations corresponding to the four free surface snapshots.

Initially, as shown in Figures 5.4a and b, where Ls/hc=6.1 and 4.5 respectively,

the two models agree, and thus are still in the range of acceptable accuracy of

the depth-integrated model. In Figure 5.4c, as the slide moves into deeper water,

where Ls/hc=3.1, the two models begin to diverge over the source region, and by

Figure 5.4d, the free surface responses of the two models are quite different. These

results indicate that in the vicinity of x/b=5, the depth-integrated model becomes

inaccurate. At this location, hc/b=0.5, and Ls/hc=3.4.

Numerous additional comparison tests were performed, and all indicated that

the depth-integrated model becomes inaccurate when Ls/hc < 3 ∼ 3.5. One more

of the comparisons is shown here. Examining a 20◦ slope and a slide mass with a

maximum height ∆h/b=0.1, the initial depth of submergence, do/b, will be succes-

sively increased from 0.4 to 0.6 to 1.0. The corresponding initial Ls/hc values are

3.4, 2.4, and 1.5, respectively. Time series above the initial centerpoint of the slide

masses and vertical shoreline movements are shown in Figure 5.5. The expectation

is that the first case (Ls/hc = 3.4 initially) should show good agreement, the mid-

dle case (Ls/hc = 2.4 initially) marginal agreement, and the last case (Ls/hc = 1.5

initially) bad agreement. The time series above the center, Figures 5.5a, c, and

e, do clearly agree with the stated expectation. Various different zα levels were

tested in an attempt to better the agreement with the BIEM model results for the

deeper water cases, but zα=-0.531h provided the most accurate output. Rundown,

as shown in Figures 5.5b, d, and f, shows good agreement for all the trials. The
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Figure 5.4: Free surface snapshots for BIEM (solid line) and depth-integrated

(dashed line) results at t(g/do)
1/2 = a) 10.6, b) 21, c) 31.6, and d) 41. The lower

subplot shows the location of the slide mass in each of the above four snapshots.

explanation is that the wave that creates the rundown is generated from the back-

face of the slide mass. This wave sees a characteristic water depth that is less than

hc, and thus this backface wave remains in the region of accuracy of the depth-

integrated model, whereas the wave motion nearer to the front face of the slide

is inaccurate. This feature is also clearly shown in Figure 5.4. Thus, if one was

solely interested in the leading wave approaching the shoreline, the characteristic

water depth should be interpreted as the average depth along the backface of the
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Figure 5.5: Time series above the initial centerpoint of the slide (top row) and

vertical movement of the shoreline (bottom row) for a 20◦ slope and a slide mass

with a maximum height ∆h=0.1. BIEM results are shown by the solid line, depth-

integrated results by the dashed line. Subplots a & b are for do/b=0.4, c & d for

do/b=0.6, and e & f for do/b=1.0.

slide, instead of hc. The inaccurate elevation waves created by the front face of

the moving mass could be absorbed numerically, such as with a sponge layer, so

that they do not effect the simulation.

A guideline that the depth-integrated ”extended” model will yield accurate

results for Ls/hc > 3.5 is accepted. This restriction would seem to be more strin-
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gent than the ”extended” model frequency dispersion limitation, which requires

that the free surface wave be at least two water depths long. In fact, the slide

length scale limitation is more in line with the dispersion limitations of the depth-

averaged (conventional) model. The limitations of the various model formulations,

i.e. ”extended” and depth-averaged, are discussed in the next section.

Importance of Nonlinearity and Frequency Dispersion

Another useful guideline would be to know when nonlinear effects begin to play

an important role. This can be determined by running numerous numerical trials,

employing the FNL-EXT, WNL-EXT, and L-EXT equation models. These three

equation sets share identical linear dispersion properties, but have varying levels of

nonlinearity. The linear dispersion limit of these ”extended” equations, for the rigid

bottom case, is near kh=3, where k is the wavenumber. Nonlinearity, however, is

only faithfully captured to near kh=1.0 for the FNL-EXT model, and to an even

lesser value for WNL-EXT (Gobbi et al., 2000). The source-generation accuracy

limitation of the model is such that the side length of the landslide over the depth

must be greater than 3.5. If the slide is symmetric in the horizontal direction,

which is the only type of slide examined in this section, then the wavelength of

the generated wave will be 2*3.5*h, or roughly kh=1. Thus up to the accuracy

limit found in the previous section, nonlinearity is expected to be well captured.

The FNL-EXT model will be considered correct, and any difference in output

compared to the other models with lesser nonlinearity would indicate that full

nonlinear effects are important.

The importance of nonlinearity will be tested through examination of var-

ious ∆h/do combinations, using the slide mass described in the previous sec-
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Table 5.1: Characteristics of the landslide simulations performed to determine the

importance of nonlinearity.

Set # Slope (degrees) hco/b Ls/hco

1 30 0.55 3.5

2 15 0.55 3.5

3 5 0.55 3.5

4 5 0.15 13

tion. The value of ∆h/do can be thought of as an impulsive nonlinearity, as

this value represents the magnitude of the free surface response if the slide motion

was entirely vertical and instantaneous. The procedure will be to hold the value

hco = hc(t = 0) = ∆h + do constant for a given slope angle, while altering ∆h and

do. Two output values will be compared between all the simulations: maximum

depression above the initial centerpoint of the slide and maximum rundown. For

all simulations presented in this section ∆x/b = 0.003 and ∆t
√

ghco/b = 0.0003.

Figure 5.6 shows the output from four sets of comparisons, whose characteristics

are given in Table 5.1. Figures 5.6a & b show the depression above the centerpoint

and the rundown for Set 1, Figures 5.6c & d for Set 2, Figures 5.6e & f for Set 3,

and Figures 5.6g & h for Set 4. Examining the maximum depression plots for Sets

1,2, & 3, it is clear that the trends between the three sets are very similar, with

FNL-EXT predicting the largest depression, and L-EXT predicting the smallest.

The difference between FNL-EXT and WNL-EXT is solely due to nonlinear dis-

persive terms, which are of O(εoµ
2
o), while the difference between WNL-EXT and

L-EXT is caused by the nonlinear divergence term in the continuity equation and

the convection term in the momentum equation, which are of O(εo). The relative
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Figure 5.6: Maximum depression above the initial centerpoint of the slide mass

and maximum rundown for four different trial sets. FNL-EXT results indicated

by the solid line, WNL-EXT by the dashed line, and L-EXT by the dotted line.
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differences in the maximum depression predicted between FNL-EXT and WNL-

EXT are roughly the same as the differences between WNL-EXT and L-EXT for

Sets 1,2, & 3. Therefore, in the source region, for Ls/hco values near the accuracy

limit of the ”extended” model (near 3.5), the nonlinear dispersive terms are as nec-

essary to include in the model as the leading order nonlinear terms. As the Ls/hc

value is increased, the slide produces an increasingly longer (shallow water) wave.

Frequency dispersion plays a lesser role, and thus the nonlinear dispersive terms

become expectedly less important. This can be seen in the maximum depression

plot for Set 4. For this set, Ls/hco = 13, and the FNL-EXT and WNL-EXT results

are nearly indistinguishable.

Inspecting the maximum rundown plots for Sets 1, 2, & 3, it seems that the

trends between the three different models have changed. Now, WNL-EXT predicts

the largest rundown, while L-EXT predicts the smallest. It is hypothesized that

the documented over-shoaling of WNL-EXT (Wei et al., 1995) cancels out the

lesser wave height generated in the source region compared to FNL-EXT, leading

to rundown heights that agree well between the two models. As the slope is

decreased, the error in the L-EXT rundown prediction increases. This is attributed

to a longer distance of shoaling before the wave reaches the shoreline. As the slope

is decreased, while hco is kept constant, the horizontal distance from the shoreline

to the initial centerpoint of the slide increases. The slide length is roughly the

same for the three sets, therefore the generated wavelength is roughly the same.

Thus, with a lesser slope the generated wave shoals for a greater number of wave

periods. During this relatively larger distance of shoaling, nonlinear effects, and

in particular the leading order nonlinear effects, accumulate and yield large errors

in the linear (L-EXT) simulations. This trend is also evident in the rundown plot
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for Set 4. Also note that in Set 4, where the nonlinear dispersive terms are very

small, the FNL-EXT and WNL-EXT rundowns are identical.

A deep water limit has been determined for the ”extended” model (Ls/hc >

3.5), but it would also be interesting to know the limits of applicability of the depth-

averaged (WNL-DA) and shallow water (NL-SW) models. The only differences

between these three models (the weakly nonlinear ”extended”, weakly nonlinear

depth-averaged, and nonlinear shallow-water) are found in the frequency dispersion

terms - the nonlinear terms are the same. The testing method to determine the

deep water limits of the various model types will be to fix both a slope of 15◦ and

a slide mass, with ∆h/b = 0.05 and Ls/b = 1.85, while incrementally increasing

the initial water depth above the centerpoint of the slide, d. Figure 5.7 shows

a summary of the comparisons of the three models. Figures 5.7a & d show the

maximum free surface depression measured above the initial centerpoint of the

slide and the maximum rundown for various Ls/hco combinations. WNL-EXT

solutions are indicated by solid lines, WNL-DA by dashed lines, and NL-SW by

the dotted lines. Also shown in Figures 5.7b & e are the maximum depression and

rundown results from WNL-DA and NL-SW relative to the results from WNL-

EXT, thereby more clearly depicting the differences between the models. These

figures show WNL-EXT and WNL-DA agreeing nearly exactly, while the errors

in NL-SW decrease with increasing Ls/hco . The NL-SW results do not converge

with the WNL-EXT results until Ls/hco >∼15. Figures 5.7c & f are time series of

the free surface elevation above the initial centerpoint of the slide and the vertical

movement of the shoreline for the case of Ls/hco=3.5, respectively. Differences

between NL-SW and WNL-EXT are clear, with NL-SW under-predicting the free

surface above the slide, but over-predicting the rundown due to over shoaling in the
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non-dispersive model. The only significant difference between the WNL-EXT and

WNL-DA results come after the maximum depression in Figure 5.7c, where WNL-

DA predicts an oscillatory train following the depression. These results indicate

that to the deep water limit that WNL-EXT was shown to be accurate, WNL-

DA is accurate as well. As mentioned previously, altering the level on which zα

is evaluated in the ”extended” model does not increase the deep water accuracy

limit for slide generated waves.

In summary, the nonlinear dispersive terms are important for slides near the

deep water limit (Ls/hc = 3.5) whose heights, or ∆h/do values, are large (> 0.4).

For shallow water slides (Ls/hc > 10), the nonlinear dispersive terms are not

important near the source, even for the largest slides. The ”extended” formula-

tion of the depth-integrated equations does not appear to offer any benefits over

the depth-averaged formulation in regards to modeling the generation of waves in

deeper water. The ”extended” model would be useful if one was interested in mod-

eling the propagation of shallow-water, slide-generated waves into deeper water,

which is not the focus of this paper. The shallow water wave equations are only

valid for slides in very shallow water, where Ls/hco >∼15.

5.1.2 Case Study: Papua New Guinea Tsunami of 1998

In July of 1998, a moderate earthquake initiated a slope failure in the form of

a slump along the north coast of Papua New Guinea (PNG). The moving slump

generated a tsunami that was locally devastating. Over a stretch of about 5 km,

near Sissano Lagoon, tsunami heights approached 10 m. Damage was limited to

roughly 20 km of coastline. A detailed review of the tsunami event can be found

in Synolakis et al. (2002).
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Figure 5.7: Maximum depression above the initial centerpoint of the slide mass

a) and maximum rundown d) for a set of numerical simulations on a 15◦ slope.

Shown in b) and e) are the maximum depression and maximum rundown scaled

by the corresponding values from the WNL-EXT model. Time series comparisons

for Ls/hco = 3.5 showing the free surface elevation above the centerpoint c) and

vertical shoreline movement f) are given on the right. WNL-EXT results indicated

by the solid line, WNL-DA by the dashed line, and NL-SW by the dotted line.
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The tsunami generated by this slump is not the typical tsunami that has been

modeled for decades using the NL-SW equations. These equations are accurate

for large scale tsunamis, such as those that impact the entire pacific rim, whose

wavelength is very large compared to the ocean depth. Local tsunamis, such as

at PNG, have wavelengths that are still large compared to the water depth, on

the order of 10 times the depth. For waves of this length, the NL-SW equations

have large, leading order errors. Therefore, it is suspect to use NL-SW models to

draw conclusions about local tsunami events. On the other hand, the Boussinesq

(one-layer) equations are well-known to be accurate for waves of this length.

In this section, two of the reported initial conditions for the PNG event, used

previously in NL-SW models, will be employed in both NL-SW and FNL-EXT

(one-layer) simulations. These ”hot start” initial conditions are meant to yield a

reasonable facsimile of the free surface disturbance caused by the slump. Thus,

the actual movement of the slump is not being recreated here, a very simplified

approach has been taken. The initial free surface condition, with zero velocity,

is placed above the slump region and evolves after the numerical simulation is

started. These initial conditions are based on a number of observations of the

post-slump seafloor profile, as well as assumptions of the failure motion (Synolakis

et al. 2002). Figures 5.8 and 5.9, taken from Borrero (2001), depict two of the

initial conditions employed in the literature. The initial condition in Fig. 5.8,

called in this thesis the short-fat initial condition, represents the initial condition

founded on recent observations of the offshore slump. This condition can then

be thought of as more up-to-date than the long-narrow initial condition shown

in Fig. 5.9, which had been developed before offshore studies of the slump area

had been undertaken. It must be noted that there is a large degree of uncertainty
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Figure 5.8: The short-fat initial condition (SFIC) for the Papua New Guinea event.

The island is located on the bottom of the figure; Sissano Lagoon is shown. (taken

from Borrero, 2001)
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Figure 5.9: The long-narrow initial condition (LNIC) for the Papua New Guinea

event. The island is located on the bottom of the figure; Sissano Lagoon is shown.

(taken from Borrero, 2001)
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in even the short-fat initial condition, as these initial conditions are attempting

to approximate a dynamic situation (tsunami generation and seafloor movement

occuring simultaneously) with a static, ”hot start” initial condition. It is, however,

difficult to quantify this error, as little can be inferred of the exact motion of the

slump.

For simplicity, the short-fat initial condition will be referred to as SFIC, and

the long-narrow initial condition as LNIC. Before looking at the numerical output,

the expectation of the importance of frequency dispersion effects can be roughly

inferred. For both initial conditions, the wavelength is on the order of 10 km

in a water depth of about 1.5 km. From linear analysis, it should be expected

that initially this wave will behave as an intermediate water depth wave, not a

shallow water depth, or long, wave. For reference, the ratio of the wave speed

of a 10 km wave to the wave speed of a long wave in 1.5 km of water is 0.9.

Thus, initially, frequency dispersion will play an important role. However, as

the wave propagates into shallower water, frequency dispersion effects become

increasingly minor. The question to be answered is: Will the dispersion effects near

the source, in the deeper water, play a significant enough role to alter the waveform

in the shallow water? In an attempt to resolve this question, for each of the two

initial conditions, simulations were run using both the FNL-EXT (including weak

frequency dispersion effects) and NL-SW (non-dispersive) models.

First, we examine the LNIC. Figure 5.10 shows a summary of the numerical

results. In the top row of the figure, snapshots of the free surface are taken from

both simulations at a time of 3 minutes after the hot start. Both images show a

leading depression wave traveling towards the spit, while a leading elevation wave

is encroaching upon the shore to the west of the spit. Differences between the two
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are obvious, with the FNL-EXT simulation exhibiting a well defined secondary

depression wave moving towards the spit. Also, the wave predicted by NL-SW at

this time has a larger height than that predicted by FNL-EXT. The middle plot

in the figure shows the difference in the predicted maximum free surface elevation

between the models, where positive values indicate the NL-SW predicted a larger

free surface elevation at that point. In the deeper water, near the source, there is

virtually no difference between the models. As the wave approaches the spit, the

scenario changes, and NL-SW predicts a much larger wave, nearly 10 m higher.

Interestingly, there is a sharp contrast between the large difference between the

models and a much smaller difference as the wave travels shoreward. This contrast

is attributed to wave breaking, and in fact, this contrast occurs in the same region

where breaking is initiated in both the models. The nearshore cancellation of

the large differences in the models just seaward of the breaking line is a strong

indication that breaking in this area is depth-limited. The lower plot in the figure

shows the maximum free surface elevation predicted over dry land, including over

the inundated spit. Also plotted are the recorded field data. The FNL-EXT and

NL-SW predict very similar flooding patterns, although there exist local differences

on the order of 40%, particularly east of latitude 142.15. It may be possible that

east of this latitude, breaking is not governed by depth, whereas seaward of the

spit, breaking is depth-limited.

Numerical results for the second initial condition, SFIC, are shown in Figure

5.11. All of the conclusions stated in the above paragraph, for LNIC, are directly

applicable to initial condition SPIC as well. Some differences do exist however. Ex-

amining the middle plot in Figure 5.11, we see that the region of largest difference

between the NL-SW and FNL-EXT models is shifted to the east, as compared to
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Figure 5.10: Dispersion effects with the long-narrow initial condition. The top

plots (in the top row) show the instantaneous free surface elevation predicted

by the NL-SW and FNL-EXT models. The middle plot shows the difference in

maximum free surface elevation between the models. Positive values indicate that

the shallow water model predicts a higher free surface at that location. The lower

plot compares the predicted inland water elevations with field data.
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the same plot in Figure 5.10. This is due to the fact that with SFIC, wave energy

is focused slightly more to the east than with LNIC, and where the largest waves

are located will also be the location of the largest difference between the NL-SW

and FNL-EXT models. The numerical results using SFIC appear to give a better

agreement than LNIC with the field data for water elevation over dry land.

Thus far, only the spatial differences due to dispersive effects have been exam-

ined. It would likewise be interesting to look at the time-dependent aspects, such

as differences in tsunami arrival time, and number of crests. To do this, time se-

ries of the numerical free surface elevation are recorded at three different locations.

The three locations are located near the shoreline, and the given in Figure 5.12.

The time series comparisons at these three locations are shown in Figure 5.13 for

the SFIC. Clearly, FNL-EXT and NL-SW predict very different waveforms. In

all of the plots in Fig. 5.13, the FNL-EXT model gives a first crest arrival time

roughly 30 seconds later than the NL-SW model. This time corresponds to the

arrival time of the second trough in the NL-SW results. The number of distinct

wave crests contained in the waveform is the same with both models. While it is

immediately evident that frequency dispersion has a leading order impact on the

wave form, it is equally clear that this impact would be difficult to extract from

eyewitness accounts. An eyewitness arrival time record with a accuracy to seconds

would be a tough find, especially in the PNG area.

It would seem that for the PNG case, in the region of primary interest (near the

lagoon), frequency dispersion effects are unimportant to the prediction of runup

and inundation. This is not because dispersion effects are unimportant offshore,

it is only because of what appears to be depth-limited breaking negating a large

difference in offshore wave height. While use of NL-SW might lead to good runup
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Figure 5.11: Dispersion effects with the short-fat initial condition. The top plots

(in the top row) show the instantaneous free surface elevation predicted by the

NL-SW and FNL-EXT models. The middle plot shows the difference in maximum

free surface elevation between the models. Positive values indicate that the shallow

water model predicts a higher free surface at that location. The lower plot compares

the predicted inland water elevations with field data.



133

(1)

(3)

(2)

Figure 5.12: Locations of the PNG time series comparisons. Depth contours are

every 100 m.
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Figure 5.13: PNG time series comparisons of the free surface for the three locations

shown in Figure 5.12, for the SFIC. FNL-EXT results are given by the solid line,

NL-SW by the dashed line.
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prediction, other properties of the tsunami, such as arrival time, show larger errors.

It should be noted, however, that the large uncertainty associated with the tsunami

generation dynamics in the source region represents an error much larger than that

due to neglect of frequency dispersion.

Sensitivity of Predicted PNG Runup to Initial Condition

In the previous section, two initial conditions, LNIC and SFIC, were discussed. In

this section, the relation between these two initial conditions will be more closely

scrutinized, along with a third initial condition. This third initial condition, meant

to be close to the simplest reduction to the complex hot start problem, is a single

sine wave fit with a Gaussian distribution in the transverse direction. The sine

wave has a length of 10 km and a width of 5 km. The sine wave initial condition,

or SineIC, is centered at the same location as the other two initial conditions.

Figure 5.14 shows a number of snapshots of the free surface for all three initial

conditions. In the first column are the numerical results, using FNL-EXT, with

SFIC, the second column with LNIC, and the third column SineIC. The first row

are the initial conditions, at time=0. The second row, at time=1 minute, shows

the three initial conditions spreading out radially. At time=3 minutes, shown in

the third row, it is clear how the different initial conditions each produce very

different offshore wave heights and different number of waves. In the last row, at

time=7 minutes, breaking has initiated in all of the simulations, creating similar

wave heights offshore of the lagoon for all three initial conditions, but still different

number of waves.

A summary of the numerical results from the three initial conditions is given

in Figure 5.15. In the top row are shown the maximum free surface elevations
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Figure 5.14: The evolution in time of three different initial conditions. In the first

column are the results from the short-fat initial condition, the middle column the

long-narrow initial condition, and the last column the sine-wave initial condition.

The first row is for the initial time, the second row for t=1 min, the third for t=3

min, and the fourth for t=7 min.
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predicted by the three initial conditions. SFIC gives the largest maximum free

surface elevation, and also predicts the highest flooding of dry land, as shown by

the lower plot. LNIC and SineIC are in close agreement overall.

Let us now examine the maximum predicted free surface elevation averaged

over the spit (roughly 142.09 to 142.2 degrees). Over this distance, the SFIC

predicts heights in the range of 10 meters. The LNIC and the SineIC predict

nearly the exact inundation patterns, with an average height near 6 meters. It is

interesting to note that despite the large difference in shape between LNIC and

SineIC, the predicted runups are in good agreement. One possible explanation for

this agreement is that the potential energy of the initial condition is the dominant

factor in predicting runup for this case, whereas the shape and orientation will

play secondary roles. The initial potential energy, or the potential energy of the

”hot start” condition, is given by:

PE =
∫ L

0

∫ W

o
|ζ(x, y, t = 0)| dx dy (5.13)

where L and W are the domain widths in the y and x directions. The following

ratios are calculated:

PE(LNIC)

PE(SFIC)
=

PE(SineIC)

PE(SFIC)
= 0.58 (5.14)

Note that the maximum depression of SineIC was chosen so that its initial potential

energy was equal to that of LNIC. Not coincidentally, the ratios of initial potential

energy are very close to the ratios of maximum inundation heights over the spit

(6m/10m). Thus, it would seem that the finer detail of the initial condition plays a

small role in maximum runup for the PNG case. However, these details will play a

significant role in prediction of wave arrival time, the maximum runup away from

the spit, and the number of distinct waves hitting the coastline.
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Figure 5.15: Comparisons from the three different initial conditions. The top row

shows the maximum ocean surface predicted by the different initial conditions, and

the bottom plot comparisons the inland free surface elevations.
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5.1.3 Case Study: Landslide Tsunami Hazard near Puerto

Rico

Modeling A Submarine Slump

As a case study to apply this model, a prehistoric, massive submarine slump off

the Northern coast of Puerto Rico is investigated. According to Grindlay (1998),

the slump was approximately 57 km wide, occurring on a steep slope (roughly

1/10) with a length of about 40 km; the top of the failure slope is at a depth of

3000 meters, the bottom at 7000 meters. The catastrophic failure is estimated to

involve over 900 km3 of soil. With this information and the evidence of a circular

slip, the maximum decrease in water depth along the slope is estimated at 700

m. Assuming solid body motion of the mass and using the estimated soil density

given by Grindlay, the duration of the movement is calculated to be on the order

of 10 minutes.

To implement any bottom movement in the model, the evolution of the motion

must be completely known beforehand. There are different slide mechanisms,

which of course will determine the free surface response. In the previous sections,

a solid mass slid down a slope. In this section, a rotational slump is examined.

This type of seafloor movement is most likely the type that occurred off the coast

of Puerto Rico, where there is a large circular cut-out of a steep slope (Grindlay

1998). A depth transformation function that approximates this motion is a sine-

wave addition. In this approach, a sine wave, whose amplitude is a function of time

and wavelength is a constant in time, is added to the initial water depth. In order

to numerically model a two horizontal dimension slump, the transverse motion is

described with a Gaussian distribution of the centerline profile. The time history
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of the seafloor for the rotational slump is given by

h(x, y, t) = ho(x, y) + a(t) G(y) sin
[
2π

x− xc

lo

]
for − lo

2
≤ x− xc ≤ lo

2
(9.1)

where

a(t) = ∆h
(
1− e−πt/tc

)
,

G(y) = e−(y−yc)
2/r2

o ,

∆h is the maximum change in depth due to the slump, xc is x-coordinate of the

mid-point of the slump, yc is the y-coordinate, and ro is the half-width of the

slump. Figure 5.16 shows the evolution of ground movements. The nonlinearity

parameter (3.4) for this failure is:

lo
tc
√

gh

h

h0

=
60000m

600s
√

9.81m/s2 6000m

700m

6000m
= 0.048

Thus, nonlinear effects are weak over the source region, but of primary interest

will be wave heights in shallow water near the coast. Assuming a characteristic

failure side length of half the slump length and a characteristic depth as the depth

at the midpoint of the slump, the side length parameter is

Ls

ho

=
30000m

6000
= 5.0

and this submarine mass movement is near the deep water limit of FNL-EXT.

Numerical Results

The first numerical simulation presented is for a one-horizontal dimension (1D)

problem. At the top of the slope the water depth is 3000 m, at the bottom it is

7000 m. The slope in the failure region is 1/10. This failure slope is connected

to the shallow water by a milder slope of 1/50, and the depth is constant in the
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Figure 5.16: Submarine slump modeled using a sine wave transformation, where

the solid line is the initial water depth, the dashed line at t = tc/12, the dashed-

dotted line at t = tc/3, and the dotted line at t = tc.
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deep water. The maximum change in water depth during the slide, ∆h, is 700 m,

and the slump period, tc, is 10 minutes. The numerical results using FNL-EXT

are given as Figure 5.17. In Figure 5.17a, the slump is 2 minutes old, and very

large waves have been created. A large negative wave is created over the region

of the slump where the depth increases, and vice-versa. Almost halfway through

the slump period, Figure 5.17b, the waves have begun to propagate away from the

slide region. In Figures 5.17c and 5.17d, the wave propagating into the shallow

water region begins to shorten and amplify, and nonlinear effects begin to become

important. In this last subplot, the predicted free surface using L-EXT is also

shown, indicating the importance of leading order nonlinearity. Up to the time

shown in this figure, there is no difference between FNL-EXT and WNL-EXT

simulation results. However, as the wave continues to travel towards the shoreline,

the FNL-EXT and WNL-EXT models begin to deviate for a short time before

breaking initiates.

Figure 5.17 and other numerical tests seem to indicate that the leading, and

largest amplitude waves are only a function of the initial seafloor motion. A simple

physical argument can provide an explanation. Focusing on the slump in Figure

5.17, the average depth in the region is 5000 m, and the linear long wave speed,

c, is 220 m/s. The horizontal slump side length, Ls, is 30 km, and so the time

required for a wave (disturbance) to travel across the half the slump region, Ls/c,

is about 2 minutes. Therefore, after about 2 minutes of seafloor motion, the

leading waves should be exiting the source region. Examination of Figure 5.17a

supports this value, as the leading waves are separating and moving from the failure

slope 2 minutes after the slump start. The argument can be further solidified by

examining the effects of slumps with different durations. If the arrival times of



143

0 100 200 300

−150

−100

−50

0

50

100

150

200

Z
 (

m
)

0 100 200 300

−6000

−4000

−2000

0

Z
 (

m
)

a), t=2 min

0 100 200 300

−150

−100

−50

0

50

100

150

200

0 100 200 300

−6000

−4000

−2000

0 b), t=4 min

0 100 200 300

−150

−100

−50

0

50

100

150

200

Z
 (

m
)

0 100 200 300

−6000

−4000

−2000

0

X (km)

Z
 (

m
)

c), t=8 min

0 50 100 150

−150

−100

−50

0

50

100

150

200

0 100 200 300

−6000

−4000

−2000

0

X (km)

d), t=12 min

Figure 5.17: 1D simulation of a submarine slump using FNL-EXT. Numerical free

surface results from L-EXT are also shown by the dotted line for the last time.
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Figure 5.18: Effect of slump duration, comparing free surface response due to

slumps of the same geometry, but different periods, for tc=20 min (—), tc=10 min

(– –), tc=5 min(– ·). Profiles are taken 5 minutes after the start of the movement.

the leading waves for slumps with different durations are the same, that would

indicate that the waves have exited the source region at the same time, and the

seafloor movement after about 2 minutes will not affect the leading waves. Figure

5.18 shows free surface snapshots for slumps of identical geometry, but different

durations of motion (tc values). All the slumps have identical arrival times, but

very different amplitudes as each of the leading waves experiences a different two-

minute water depth change. Thus, it is shown that for an accurate modeling of

the leading waves created by a slump, one only needs to correctly model the first

Ls/c seconds of the motion. This statement is limited to small amplitude waves,

where the nonlinear phase speed correction is minor.

Looking back to Figure 5.17, it is clear that when the waves reach the shoreline,

they will be of extremely large amplitude. Realistically, the tsunami created from

this event would not be as large, due to spreading effects. To demonstrate this, a

two dimensional numerical simulation is performed, with a slide width of 57 km

(ro=28.5 km). Numerical profiles are shown in Figure 5.19. Initially, the wave
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Figure 5.19: 2D free surface response to a submarine slump.

amplitude is still large, with a maximum depression and elevation of nearly 100

m about 2 minutes after the slide start (Figure 5.19a). Some of this wave energy

spreads, and by the time the slide is over, Figure 5.19d, the leading depression

traveling towards the shoreline has an amplitude of less than 70 m, followed by an

elevation wave of about 100 m.

Comparison of spatial profiles with the 1D results gives an estimate of the

importance of 2D effects. The comparisons are given as Figure 5.20. The 2D

profiles given in the figure are the centerline free surface displacements. The

two sets of numerical simulations have very similar waveforms, but the 1D results

are larger in amplitude, especially the leading depression traveling into shallower
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Figure 5.20: Comparison between 1D (—) and 2D centerline (– –) spatial profiles.

water. Naturally, the width of the slide (2ro) directly effects the importance of two-

dimensional spreading. Figure 5.21, a plot of the maximum depression recorded at

the top of the slide slope (x=150 km in Figure 5.17) as a function of slide width,

shows this relationship. The trend very closely resembles an exponential decay,

where for an aspect ratio of unity, the maximum depression along the centerline

for a 2D simulation is roughly 80% of the corresponding value from a 1D result.

Clearly, the 1D model can give highly conservative results, depending on the aspect

ratio of the failure region.

With the real bathymetry of the north coast of Puerto Rico, simulations are per-

formed to estimate the tsunami runup along the island’s shorelines. The bathymetry
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Figure 5.21: Dependence of the maximum depression generated at the top of the

failure slope on the aspect ratio of the slump region. The dashed line represents

the maximum depression predicted by a 1D simulation.

was provided by Dr. Mercado at the University of Puerto Rico at Mayaguez (1998).

The one-laer model was used to simulate a number of landslides with different du-

rations, which were presented, along with runup in Mercado et al (2001). One

of the results is presented here, that for a landslide duration of 15 minutes. A

number of snapshots of the free surface from the numerical results are shown in

Figure 5.22. After 3 minutes, a large depression wave has been created along the

top of the failure slope, measuring about 35 m in wave amplitude. Also, an el-

evation wave of height 18 m has formed above the deep water region, where the

depth is decreasing. Roughly 8 minutes after the initiation of the slide, the leading

depression wave has reached the north coast of Puerto Rico, where it has shoaled

to a depression of 45 m. This wave is actually an N -wave, with a trailing elevation

wave roughly 8 m. After the depression wave reflects off the island, the trailing

positive elevation wave generates extremely large runup heights along the coast.

The greatest free surface elevations, nearly 70 m, are reached about 15 minutes

after the submarine slide motion initiates. The positive elevation wave continues
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to flood the coast more than 25 minutes after the slide start. In fact, at this time,

the tsunami is just beginning to impact the populous eastern half of the north

coast of the island.

Figure 5.23 shows a closeup of the maximum recorded free surface elevation

very near the coast of Puerto Rico. The initial shoreline is noted on the plot, and

the land that remains dry for the entire duration of the tsunami event is shown

by the solid white coloring. This plot shows maximum elevations near 70 m. The

largest free surface elevations are localized near the western half of the island (from

around around Y =110 km to Y =190 km). The effects of the tsunami are focused

on the northern coast of Puerto Rico. The maximum free surface elevations on

the western side of the island (near Y =200 km) are relatively small, only reaching

single digits values. The finger-like intrusions of runup (at Y =150 km and Y =130

km) are actually the tsunami traveling up river channels. Inundation distance in

this vicinity is on the order of 5 km. Also note that along the eastern half of

the island, the maximum elevation is not that great (5-10 m), but the inundation

distance is also large. This is due to the fact that this area is a gradually sloping

coastal plain, with land elevations only a few meters above sea level.
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Figure 5.22: Plan-view snapshots of the waves generated by a submarine slump.

The subplot in the upper left shows the water depth profile. The island of Puerto

Rico is located on the bottom of each subplot.
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Figure 5.23: The maximum free surface elevation recorded near the coast of Puerto

Rico.



Chapter 6

Two-Layer Modeling Topics

6.1 Highly Nonlinear Solitary Waves

As a first numerical application of the two-layer model, the properties of a very

large amplitude solitary wave are analyzed. The solitary wave represents a balance

of nonlinear and dispersive effects, thereby creating a wave of permanent form.

When the amplitude of a solitary wave is small, the characteristic length of the wave

is relatively large, and weakly nonlinear, weakly dispersive theories can describe the

soliton very well (e.g. Wei & Kirby, 1995). However, as the amplitude increases,

the wavelength shortens, and therefore higher-order nonlinear and dispersive effects

become more important. This phenomenon is discussed in detail in Gobbi et al.

(2000), where it was shown that models with nonlinear accuracy into the deepwater

regime are required to accurately simulate highly nonlinear solitary waves. One

of the examples presented in their paper will be investigated again here, with the

two-layer model results included.

As an initial condition for the numerical model, the solitary wave solution

of Wei & Kirby (1995), which is derived from the weakly nonlinear, one-layer

151
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model, is inputted into the domain. As this wave solution is not the solitary wave

solution of the two-layer model, when the numerical simulation is started, the

soliton ”sheds” some waves, as a tail. The soliton, which moves rapidly due to its

large amplitude, eventually leaves this tail far behind and reaches a steady form.

Due to this initial fluctuation in wave form, the amplitude of the initial condition

is chosen based on trial-and-error until a solitary wave with the desired amplitude

is generated. This initial transient state is also mentioned in Gobbi et al. (2000).

For the solitary wave examined in this section, with an amplitude=0.65h, roughly

100 water depths of propagation were needed to separate the solitary wave from

its trailing tail. Additionally for this simulation, a grid length, ∆x, of 0.04h and a

Courant number, ∆x/(∆t
√

gh), where ∆t is the time step, of 0.5 were employed.

The wave breaking and bottom friction dissipation modules were turned off. The

numerical solitary wave of the two-layer model will be compared with the numerical

waveform of the one-layer model, the high-order model of Gobbi et al. (2000), and

the exact solution to the full boundary value problem presented by Tanaka (1986).

Figure 6.1 compares the free surface profiles of the four different solutions. The

two-layer model matches the exact solution to a very high accuracy, although there

is some small error for x/h > 2, which is difficult to discern in the figure. The two-

layer model shows the best agreement with the exact solution as compared to the

one-layer model and the high-order model of Gobbi et al. (2000). In Figure 6.2, the

vertical profiles of horizontal velocity under the wave crest for the various models

are shown. Near the seafloor, the two-layer model exhibits the best agreement

with the exact solution, although the difference between the two-layer model and

Gobbi et al.’s high-order model is small. Moving towards the free surface, these

two models converge in their predictions, showing equal errors in the maximum
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Figure 6.1: Shape of solitary wave with amplitude ζ/h=0.65. The exact solution is

given by the dashed line, the two-layer model by the solid line, Gobbi et al. (2000)

high-order model by the dots, and the one-layer model by the dash-dotted line.

horizontal velocity. It is clear from these comparisons that the two-layer model

captures to a highly accurate degree the physics of a nonlinear solitary wave, with

agreement on par or slightly better than that found with the model of Gobbi et

al. (2000).
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Figure 6.2: Vertical profile of horizontal velocity under the crest of a solitary wave

with amplitude ζ/h=0.65. The exact solution is given by the dashed line, the two-

layer model by the solid line, Gobbi et al. (2000) high-order model by the dots,

and the one-layer model by the dash-dotted line.
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6.2 Wave Propagation over a Submerged Bar

In this section, wave interaction with a submerged bar is examined. The setup

is taken from the experiments presented by Dingemans (1994), who recorded free

surface time series at numerous locations in front of and behind the obstacle. The

orientation of the bar is shown in the top subplot of Figure 6.3. The wave, as it

approaches the bar, is truly a long wave, with a kh=0.7 (wavelength of 7.7 m in

0.86 m of water). This incident wave corresponds to Case A in Dingemans (1994).

As the wave shoals, it steepens and nonlinear transfers create superharmonics.

The superharmonics, while still shallow or intermediate water waves on top of

the bar, become deep water waves as they enter the deeper water behind. As

discussed in Woo & Liu (2001), significant wave energy (about 75% of the peak

spectral amplitude) is present at kh ≈ 4 in the region behind the bar. For this

reason, Boussinesq-type models (one-layer O(µ2
o) models), whose linear dispersion

accuracy limit is near kh ≈ 3, do not correctly predict the wave field behind the

bar.

The numerical simulation results for this case are shown in Figure 6.3. Time

series are taken at the four locations depicted in the top subplot, and both the

one- and two-layer models are compared with experimental data. The column

on the left shows the one-layer results, the column on the right, the two-layer.

On top of the bar, at location #1, both models are in agreement, and the two-

layer model shows no benefit. This is expected, as all of the dominant wave

components at this location have kh values less than 2.0. However as the wave

components progress into deeper water, the one-layer model becomes inaccurate.

This is evident at locations #2-#4, where the one-layer model deviates from the

experimental results. The two-layer model, on the other hand, shows its strength
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Figure 6.3: Comparison between numerical (solid lines) and experimental (dots)

free surface displacements for Case A of Dingemans (1994), where the experimental

setup and gauge locations are shown in the top subplot. The column on the left

shows the numerical results from the one-layer model, the right column shows the

two-layer results. Time series locations are indicated in the upper right of each

subplot, corresponding to the gauge locations shown in the top subplot.
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and predicts the wave field excellently.

A second case was presented in Dingemans (1994), that for a shorter incident

wave traveling over the same submerged bar as discussed above. This experimental

data set, named Case C in Dingemans (1994), employs an intermediate depth wave

with a kh=1.8 (wavelength of 3.0 m in 0.86 m of water). As the wave passes over

the top of the bar, energy is transferred into the second harmonic, with only

a small amount of energy in the third harmonic behind the step. The second

harmonic has a kh=6.3 in the 80 cm water depth behind the step, and certainly

it is not expected that the one-layer should correctly predict the wave field in this

region. Figure 6.4 proves this expectation, while the two-layer model captures the

free surface extremely well. This particular case also exhibits the strength of the

two-layer model over high-order Boussinesq-type models with dispersion properties

equivalent to a [4,4] Pade approximation of the dispersion relation. For the kh=6.3

component behind the step, the [4,4] Pade predicts a celerity about 1% faster than

that given by linear potential theory. Between locations #3 and #4 in Fig. 6.4,

this kh=6.3 wave will have traveled more than 5 wavelengths, equating to a minor

arrival time error in the vicinity of 5%. These phase errors are evident in the

numerical results given by Gobbi and Kirby (1999), who compared a high-order

model ([4,4] Pade representation of the dispersion relation) with experimental data

very similar to that given in Dingemans (1994) and compared here. As the two-

layer model presented in this paper has a 0.05% celerity error at kh=6.3, there are

no noticeable phase differences in Figure 6.4.
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Figure 6.4: Comparison for Case C of Dingemans (1994), where the figure notation

is as in Fig. 6.3.
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6.3 Wave Generation by Submarine Landslide

The derivation presented in this paper did not make the simplifying assumption of a

constant seafloor elevation in time. This will allow for the study of waves generated

by seafloor movements, such as submarine landslides and slumps. Using the one-

layer model equations to study wave creation by submarine seafloor movements has

been examined previously in section 5.1.1. In that section, a deep water accuracy

limitation, in regard to accurate prediction of the generated waves, of the one-layer

model was determined. Focusing on a submarine slide mass that is symmetric

about its centerpoint in the horizontal plane, a single length scale of the slide

mass can be given, ls, the horizontal length of the slide. For the one-layer model,

accuracy is expected as long as ls/hc > 7, where hc is the water depth above

the centerpoint of the slide mass. This accuracy limitation was found through

comparison of the one-layer model with a fully nonlinear potential flow calculation.

One of the comparisons presented in section 5.1.1, specifically, ”Limitations of the

Depth-Integrated Model”, is re-examined here with the present two-layer model.

The scenario to be recreated in this section involves a non-deforming mass

translating down a planar slope in solid body motion. The mathematical descrip-

tion of the slide evolution can be found in section 5.1.1 (see Figure 5.3), and will

not be repeated here. This particular problem, already simulated using potential

flow theory and a one-layer model, is calculated again with the two-layer equa-

tions, and the results are shown in Figure 6.5. The top subplot of this figure shows

the location of the slide mass at four different times, which correspond to the free

surface snapshots shown in the lower four subplots. Given on each of these four

plots is the ls/hc ratio at the time the snapshot is taken. Note that ls is constant in

time, but as the slide moves into deeper water, hc increases. For the times t1 and
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t2, all three models agree, and the depth-integrated models are still in the range

of accuracy. As can be seen by time t3, the one-layer model begins to diverge from

the potential flow results, indicating that the slide is in water too deep for this

model to handle accurately. At this time, the two-layer model is still in excellent

agreement with potential theory. By time t4, the two-layer model is beginning to

differ from potential theory. Although the rigorous determination of the accuracy

limit for the one-layer model done in section 5.1.1 will not be repeated here for

the two-layer model, it is clear that the two-layer model gives accurate results into

deeper water than the one-layer model does.

6.4 Deep Water Wave Group Propagation

Deformation of wave groups is inherently a strongly nonlinear process. In interme-

diate and deep water, the nonlinear energy transfer into the so-called side bands

can be an O(1) effect, depending on the closeness of the wave components. Look-

ing at a bichromatic wave group, with two frequencies ω1 and ω2, the side bands

are the 2ω1−ω2 and 2ω2−ω1 frequencies, which arise from second-order nonlinear

interactions. These side bands have been studied extensively since Benjamin and

Feir (1967) noted that a nonlinear water wave group is unstable to perturbations

of its envelope. Side-band instability is a nonlinear, deep-water occurrence, and to

this date, the only models capable of simulating the phenomenon are those accu-

rate only for deep water waves (i.e. the nonlinear Schrodinger equation) and the

full boundary equations (i.e nonlinear potential theory). Depth-integrated models

are ill-suited to simulate deep water wave groups, due to the fact that typically

deep water nonlinearity is poorly recreated. The one-layer model has good first-
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Figure 6.5: Numerical simulation of a submarine landslide. Top plot shows the

location of the slide mass at the four times corresponding to the free surface snap-

shots in the four lower plots. Free surface snapshots for potential flow theory

(dots), one-layer model (dashed line), and two-layer model (solid line) are given.
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order nonlinear properties to a kh ≈ 1 (Gobbi et al, 2000), while second-order

nonlinear accuracy is reasonable only at the shallow water limit of kh ≈ 0. While

second-order nonlinear properties of the two-layer model are not examined in this

thesis, it has been shown in Chapter 3 that first-order nonlinearity is captured up

to kh ≈ 5. Therefore, the two-layer model may be capable of simulating certain

deep water wave group features.

Stansberg (1993) presented a number of deep water wave experiments, including

regular, bichromatic, and irregular wave trials. The experiments were performed

in a 270 m in length wave channel at MARINTEK, Norway. The channel is 10 m

deep for the initial 80 m of length, and 5 m deep elsewhere. The two depths are

connected with a vertical step. The two-layer model will be compared with the

experimental run ”00060”. This run employed a bichromatic wave group composed

of waves with periods = 1.9 and 2.1 seconds, or equivalently kh = 5.5 and 4.6 in

the 5 m depth water (kh = 11 and 9.1 in the 10 m depth water). Each component

had an amplitude of 0.16 m. Time series were recorded at 9.3, 40, 80, 120, 160,

and 200 m from the wavemaker.

An initial obstacle to overcome is the vertical step found in the experimental

channel bottom profile. While the generated waves are clearly deep water waves

and will not ”feel” this vertical step, the step represents a discontinuity of water

depth. The numerical model will have severe problems at this location due to

extremely large (infinite) value of the bottom slope. Additionally, in the 10 m deep

water the kh values of the generated waves are too large to be accurately simulated

with the two-layer model. To remove these issues, the numerical wave channel has a

constant water depth of 5 m everywhere. This numerical alteration of the physical

problem should lead to only minor discrepancies, as the wave components, whether
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they are in the 5 or 10 m depth, are very deep water waves and neither can feel the

channel bottom. The linear wave speed of the 2.1 s component in 5 m of water is

3.2797 m/s, while in 10 m it is 3.2804 m/s, or roughly a 0.005% difference. The

two-layer model has 0.01% wave speed error at kh=4.5 (the kh of the 2.1 second

wave in 5 m of water) compared to linear theory. The numerical simplification of

the channel profile is not the largest error of the numerical simulation, and should

not have a noticeable effect on the comparisons.

Another, somewhat unexpected, obstacle to an accurate numerical simulation

of longterm wave groups is a very precise determination of the periods comprising

the wave group. As mentioned above, the reported wave periods are 1.9 and

2.1 seconds. One of the experimental recording stations was very close to the

wavemaker, 9.3 m from it. At this proximity, one can expect that nonlinear effects

have not perturbed the wave group, and linear theory is still applicable at this

close range. A comparison with experiment and linear theory, with periods equal

to 1.900 and 2.100 seconds, is given in Figure 6.6a). As can be seen, linear theory

and experiment match up very well at early times, but as we move to later times,

by ≈ 200 seconds, linear theory and experiment show large differences. If the

assumption that linear theory is valid at this point in the experiment, this plot

is a clear indication that the wave periods used in the linear theory are not what

was truly utilized in the experiment. In fact, if the wave period of 1.9 seconds is

changed to 1.904 seconds in the linear theory, the profiles match up excellently,

as shown in Figure 6.6b). This altered period of 1.904 seconds is taken from

a FFT of the experimental data. The longer period remains 2.1 seconds. The

sensitivity of the wave group modulation to a precise determination of the wave

periods is an extremely important point that must be taken into consideration for
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Figure 6.6: Deep water wave group comparisons 9.3 m from wavemaker, where the

solid lines are the linear theory, and the dots are the MARINTEK experimental

data. Linear theory in the top plot is for wave periods of 1.9 and 2.1 seconds, while

the lower plot is for wave periods of 1.904 and 2.1 seconds.
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both experimental and numerical analysis. The purpose of such studies is usually

to examine the effects of a nonlinear perturbation on the wave group. Clearly, a

small error in the wave period calculation is a perturbation in its own right, and one

that can have large effects in time. For the numerical simulations to be performed

here, periods of 1.904 and 2.1 seconds are used, as well as wave amplitudes of

0.078 m for each component. The amplitudes are also taken from the FFT of the

experimental time series at 9.3 m from the wavemaker, and differ slightly from the

target amplitude of 0.08 m.

Figures 6.7-6.12 show the experimental-numerical comparisons at the 6 exper-

imental measurement locations. In each of these figures, the top subplot shows

the time series comparison of the free surface displacement, the middle and bottom

subplots give the results of FFT’s on both numerics and experiments, where the

middle plot looks at the main frequency components and the bottom the high fre-

quency components. As a reminder, ω1=1/2.1s=0.476 Hz and ω2=1/1.904s=0.525

Hz. Closest to the wavemaker, in Fig. 6.7, numerics and experiment match up

very well. Note that although the model appears to be predicting the high fre-

quency components well, this is not expected. These components have kh values

well out of the range of the two-layer model, for example the 1 Hz components

has a kh ≈ 10. These high frequency components will have very large phase errors

in the two-layer model. This point becomes increasingly important when we look

at the comparisons further downstream, where the sidebands quickly grow. While

the individual side bands have kh values in the realm of accuracy of the two-layer

model, they are generated through the interaction of the primary components, ω1

and ω2, with the secondary (high frequency) components. If the physics of the

high frequency components is not being captured by the two-layer model, which
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Figure 6.7: Deep water wave group comparisons 9.3 m from wavemaker, where the

solid lines are the numerical results, and the dashed line in the top subplot and the

stars in the lower two subplots are the MARINTEK data. The top plot shows free

surface, the middle plot shows spectral amplitudes for the primary components,

and the bottom plot gives amplitudes for the higher frequency components. The

∗’s represent the experimental spectrum in the lower two plots. The thin dashed

vertical lines in the bottom two plots indicate expected locations of spectral peaks,

where the ω combinations are shown to the right of the lines.
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Figure 6.8: Deep water wave group comparisons 40 m from wavemaker, where the

solid lines are the numerical results, and the dashed line in the top subplot and

the stars in the lower two subplots are the MARINTEK experimental data. Figure

setup is the same as with Fig. 6.7.
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Figure 6.9: Deep water wave group comparisons 80 m from wavemaker, where the

solid lines are the numerical results, and the dashed line in the top subplot and

the stars in the lower two subplots are the MARINTEK experimental data. Figure

setup is the same as with Fig. 6.7.
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Figure 6.10: Deep water wave group comparisons 120 m from wavemaker, where

the solid lines are the numerical results, and the dashed line in the top subplot

and the stars in the lower two subplots are the MARINTEK experimental data.

Figure setup is the same as with Fig. 6.7.
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Figure 6.11: Deep water wave group comparisons 160 m from wavemaker, where

the solid lines are the numerical results, and the dashed line in the top subplot

and the stars in the lower two subplots are the MARINTEK experimental data.

Figure setup is the same as with Fig. 6.7.
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Figure 6.12: Deep water wave group comparisons 200 m from wavemaker, where

the solid lines are the numerical results, and the dashed line in the top subplot

and the stars in the lower two subplots are the MARINTEK experimental data.

Figure setup is the same as with Fig. 6.7.
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they are not, it is unfair to expect the model to reproduce correctly the children

of the high frequency waves, the side bands. Therefore, the only model that will

properly recreate these experiments of Stansberg is one that has good linear and

nonlinear accuracy to kh ≈ 12. The three-layer model will likely have these traits,

and will be applied to this problem in the near future.

6.5 2HD Wave Evolution over a Shoal

One of the most frequently studied 2HD problems is that of wave interaction with a

submerged elliptic shoal. Experiments by Berkoff et al. (1982), Vincent & Briggs

(1989), and others have been used repeatedly to validate mild-slope equations

models (e.g. Liu et al., 1985) as well as Boussinesq-type models (e.g. Chen et al.,

2000). The submerged shoal is a particularly desirable 2HD validation problem

because the wave field behind the shoal can vary greatly in both the along-channel

and cross-channel directions, indicating the 2HD effects are very important.

In this paper, one of the experiments of Vincent & Briggs (1989) will be numer-

ically simulated. The elliptic shoal is 6.1 m long in the x direction and 7.92 m wide

in the y direction, with a maximum height of 30.5 cm in 45.7 cm of water. The

precise mathematical description of the shoal can be found in Vincent & Briggs. A

large variety of incident wave conditions were studied, ranging from non-breaking

monochromatic waves to breaking directional spectra. A non-breaking monochro-

matic incident condition is examined in this paper. The incident wave has a height

of 4.8 cm and a period of 1.3 s (kh=1.27). The incident wave height was chosen

based on agreement with experimental data taken nearest to the wavemaker, which

varied significantly from the experimental target wave height of 5.5 cm. A snap-
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Figure 6.13: Numerical snapshot from a two-layer, 2HD shoal simulation, where

the location of the shoal is denoted by the dashed contours. The snapshot is taken

32 s into the simulation, or roughly 24.6 wave periods.

shot of the quasi-steady state free surface, taken 32 s into the simulation, is shown

in Figure 6.13. From this image, the processes of wave transformation can be ex-

plained. The waves approach from the left, and in passing over the shoal, the wave

front slows in the shallower water, and the wave crest narrows and steepens. On

the lee of the shoal, refracting wave fronts meet, creating a free surface elevation

maximum. Oblique wave interactions dominate the wave field behind the shoal,

creating an irregular sea surface.

Both one- and two-layer simulations were performed, and shown in Figure 6.14

is the difference in the free surface elevation predicted by the models at time=32 s.
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This instantaneous difference shows that the wave fields predicted by the models

behind the shoal do not agree particularly well. Differences in the models are

in the range of ∓1.25 cm, in an area where the wave has an amplitude of 4-5

cm. As in the one-horizontal dimension problem of section 4.2, it is expected that

the higher frequency waves generated due to nonlinear transfers on the shoal are

not accurately predicted by the one-layer model behind the shoal. Figure 6.15

proves this expectation. First, however, given in Fig. 6.15b) is the experimental

significant wave height along the centerline of the channel (y=0) plotted with the

one- and two-layer values. The trends of the experimental and numerical data

are very similar, with small but clear differences between the one- and two-layer

models behind the shoal.

Figs. 6.15c) and 6.15d) are the first and second harmonic amplitudes, respec-

tively, from the one- and two-layer simulations. The two models agree closely on

first harmonic amplitudes, but do exhibit 0.25 cm differences behind the shoal.

Figs 6.15c) shows very clearly the focusing of wave energy behind the shoal. The

refracting wave fronts meet and create a peak height near x=10 m, after which the

wave energy spreads laterally, decreasing the first harmonic amplitude. Looking

at the second harmonic amplitudes, the results of the two models diverge quickly

behind the shoal. In the deep water behind the shoal, this second harmonic has a

kh=4.35, and therefore the one-layer model will not be able to properly capture the

physical properties of this wave component. This fact also explains the differences

shown in Fig. 6.14, where the errors in the one-layer model are directly attributable

to the incorrect phase speed prediction of the second harmonic. Therefore for this

type of problem, the accuracy of the one-layer model correlates directly to the

magnitude of energy transfer into the second harmonic. The two-layer model will
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Figure 6.14: Difference between one- and two-layer numerical simulations at

time=32 s. The location of the shoal is denoted by the dashed contours.
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Figure 6.15: Characteristics of the elliptic shoal case, along the channel center-

line (y=0). The centerline depth profile is given in a). Shown in b) is the sig-

nificant wave height of the Vincent and Briggs (1989) experiments (dotted-dashed

line, where dots represent measurement locations), one-layer model results (dashed

line), and two-layer model (solid line). In c) and d) are the first and second har-

monic amplitudes, respectively, for the one- and two-layer models.
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capture the second harmonic properly, although if energy transfer into the third

harmonic (kh=9.8 in the water behind the shoal) is significant, even this model

will have errors. The amplitude of the third harmonic for the case analyzed above

is less than 0.2 cm in the region behind the shoal.



Chapter 7

Conclusions

A multi-layer model for the transformation of highly nonlinear and dispersive waves

is derived. The model utilizes N quadratic polynomials to approximate the vertical

profile of the horizontal flow field, matched along layer interfaces. The profile of the

vertical velocity is made up of N linear segments, also matched at the interfaces.

The resulting set of model equations consists of one continuity equation, for solving

the free surface displacement, one vector momentum equation, for solving the upper

layer characteristic velocity, and N -1 ”matching” vector equations to solve for the

characteristic velocities in the lower layers.

Through linear and nonlinear optimization of the interface and velocity eval-

uation locations, it is shown that the two-layer model exhibits accurate linear

characteristics up to a kh ≈ 8 and nonlinear accuracy to kh ≈ 6. This is a greater

than two-fold extension to higher kh over existing O(µ2
o) Boussinesq-type (one-

layer) models, while maintaining the maximum order of spatial differentiation at

three. Three- and four-layer models are also examined, although in lesser detail

than the two-layer model. Optimizing the phase and group velocity of these two

models, it is given that the three-layer model is accurate kh ≈ 15 and the four-
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layer to kh ≈ 20, both only in the linear sense. Additionally, the vertical velocity

profiles match with linear theory very well up to these limits.

Owing to this maximum order of differentiation at three of any N -layer model,

a tractable numerical algorithm is developed for the general 2HD problem, employ-

ing a well-studied predictor-corrector scheme. Wave breaking and bottom friction

are included in the one-layer model, in an attempt to develop a practical engi-

neering tool. The breaking model is heavily adopted from Kennedy et al. (2000),

with some minor changes, and is validated with experimental data sets. A moving

boundary algorithm is developed for use with the derived depth-integrated equa-

tions . Used here in conjunction with a fixed grid finite difference scheme for the

one-layer model, the moving boundary algorithm could also be employed by a finite

element scheme. Founded around the restrictions of the high-order numerical wave

propagation model, the moving boundary scheme employs linear extrapolation of

free surface and velocity through the wet-dry boundary, into the dry region. The

linear extrapolation is simple to implement and can be straightforwardly incor-

porated into a numerical model. The technique is numerically stable, does not

require any sort of additional dissipative mechanisms or filtering, and conserves

mass.

The moving boundary is tested for accuracy in conjunction with the one-layer

model using one and two dimensional analytical solutions and experimental data

sets. Nonbreaking and breaking solitary wave runup is accurately predicted, yield-

ing a validation of both the eddy viscosity breaking parameterization and the runup

model. For strongly breaking waves, the proper numerical estimation of bottom

friction is shown to be important. Two dimensional wave runup in a parabolic

basin and around a conical island is investigated, and comparisons with published
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data show excellent agreement.

The one-layer model is employed in the study of landslide generated waves.

Rarely will fully nonlinear effects be important above the landslide region, but

the model has the advantage of allowing the slide-generated waves to become fully

nonlinear in nature, without requiring a transition among governing equations.

The numerical generation of waves by both impulsive and creeping movements

agrees with experimental data and other numerical models. A deep-water accuracy

limit of the model is adopted. Within this limitation, the ”extended” formulation of

the depth-integrated equations shows no benefit over the ”conventional”, depth-

averaged approach near the source region. Leading order nonlinear effects were

shown to be important for prediction of shoreline movement, and the fully nonlinear

terms are important for only the thickest slides with relatively short length scales.

Two case studies of modeling landslide generated tsunamis with the one-layer

model are presented. The effect of frequency dispersion on the Papua New Guinea

tsunami is quantified. If one were to use the Nonlinear Shallow Water Wave (NL-

SW) equations, which are non-dispersive, for simulating this event, errors in the

form of arrival time and number of wave crests attacking the shoreline will exist.

The NL-SW equations and the one-layer model do, however, agree closely on the

maximum runup due to the tsunami. It needs to be noted that uncertainty of

the slide dynamics, and hence the waves generated by it, may overshadow any

error associated with not including frequency dispersion effects in a numerical

simulation.

Along the north coast of Puerto Rico, there is evidence of a prehistoric, massive

submarine slope failure (Grindlay, 1997), as well as hints that one might occur

again. The one-layer model is used to recreate this ancient slide, in order to get
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an understanding of what might occur if a similar submarine landslide were to

occur today. Using a simplified model of slump evolution, the one-layer model

predicts huge wave heights (≈ 50m) along the coastline nearest to the slide, with

the tsunami impacting the beach just 15 minutes after slope failure. Clearly, such

an event would be an enormous disaster, and more needs to be learned of the slide

possibilities in this region. As a final remark regarding landslide-tsunami modeling,

it is noted that prediction of landslide tsunamis in real cases is subject to the large

uncertainty inherent in knowing the time-evolution of a landslide. Extensive field

research of high-risk sites is paramount to reducing this uncertainty.

In the last chapter of this thesis, the two-layer model is applied to a number

of 1HD and 2HD topics, and the presented model shows its strength by capturing

the propagation of nonlinear and deep-water waves to a higher degree of accuracy

than the one-layer model. Also, through simulation of deep water wave groups, an

accuracy limitation of the two-layer model is realized.



Chapter 8

Future Work

There are a number of extensions to the multi-layer model concept that the author

will likely pursue in the near future. Of paramount importance to making the two-

layer model a practical tool is the inclusion of a wave breaking model. While

an adoption of the simple breaking scheme presented in section 4.2.2 by the two-

layer model is straightforward, a more sophisticated model could be employed.

The breaking model in section 4.2.2 is tuned to be accurate for the experimental

comparisons, but it is known that the tuned coefficients required by the model

may change value depending on the irregularly of the beach (Kennedy et al. 2000).

Therefore, it is prudent to not trust the breaking model in any real world simulation

where the breaking location cannot be tuned before hand. This uncertainty in the

tuned coefficients arises primarily from the fact that the model is so simplistic. The

first approach the author will take is a depth-integration of the κ − ε turbulence

model, which has been used successfully in Navier-Stokes equation models (e.g.

Lin et al., 1999). This approach was mentioned in the thesis work of Lin (1998),

along with potential pitfalls, and this author will continue this line of research.

It is possible that for certain situations, the two-layer model would not be
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adequate in regard to simulating a correct picture of the wave field. As shown in

the deep water wave group comparisons in section 6.4, the two-layer model is not

up to task. Another example would be for the 2HD shoal problem discussed in

section 6.5. If the incident wave had a greater amplitude, perhaps even breaking,

the third harmonic amplitude (kh =9.8 behind the shoal) would be significant,

and the two-layer model inaccurate. For these situations, a numerical model of the

three- or four- layer equations should be sufficient. The numerical approach for

these increased layer-number models is identical to that in section 4.1. Numerical

models for the three- and four-layer equation sets will be developed.

Concerning landslide generated tsunamis, one facet of this topic that has not

yet received a great deal of attention is the tsunamis due to aerial and sub-aerial

landslides. The most probable reason for this is the complexity involved in model-

ing a coupled situation of wave generation/ground movement/runup at the shore-

line. Preliminary simulations have indicated that the moving boundary scheme of

section 4.3, in conjunction with the derived equations that allow the seafloor to

move in time, can accurately simulate the waves generated by sub-aerial slides. A

parametric numerical study, including 2HD slides, will be performed.

The N -layer, same fluid derivation given in Chapter 2 can be modified to ac-

commodate an N -layer, N -fluid system. The primary difference with the N -fluid

system is computational; whereas the N -layer, same fluid system has one conti-

nuity equation, one (vector) momentum equations, and N -1 ”matching” (vector)

equations, the N -fluid system would have N continuity and N (vector) momentum

equations. The N -fluid system will be more CPU intensive, however, it will be ca-

pable of simulating a new class of problems. Internal waves, or waves traveling

along density interfaces in lakes and oceans, could be approximated. Sediment
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transport, with a layer near the seafloor representing a high concentration of sand,

could also be modeled with a variation of the N -fluid equations.



Appendix A

Coefficients of Three-Layer

Dispersion Relation

The dispersion relation for the three-layer model takes the form:

w2 =
k2gh

[
1 + (kh)2N

(3)
1 + (kh)4N

(3)
2 + (kh)6N

(3)
3

]

1 + (kh)2D
(3)
1 + (kh)4D

(3)
2 + (kh)6D

(3)
3

(A.1)

The coefficients N (3) and D(3) are tedious functions of the evaluations levels. The

expressions for the coefficients will be presented directly as FORTRAN code, at-

tached on the following page. When coding in FORTRAN, the evaluation levels

are described by

κ1 = ah, η1 = bh, κ2 = ch, η2 = dh, κ3 = eh (A.2)

where a, b, c, d, and e are free parameters between -1 and 0. This is different from

(3.53), but has the one-to-one correspondence:

α1 = a, α2 = b, α3 = c, α4 = d, α5 = e (A.3)

The coefficients are given on the following page, where N
(3)
1 is expressed simply

as n1. The same is done for the other coefficients.
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Appendix B

Coefficients of Four-Layer

Dispersion Relation

The dispersion relation for the four-layer model takes the form:

w2 =
k2gh

[
1 + (kh)2N

(4)
1 + (kh)4N

(4)
2 + (kh)6N

(4)
3 + (kh)8N

(4)
4

]

1 + (kh)2D
(4)
1 + (kh)4D

(4)
2 + (kh)6D

(4)
3 + (kh)8D

(4)
4

(B.1)

The coefficients N (4) and D(4) are tedious functions of the evaluations levels. The

expressions for the coefficients will be presented directly as FORTRAN code, at-

tached on the following page. When coding in FORTRAN, the evaluation levels

are described by

κ1 = ah, η1 = bh, κ2 = ch, η2 = dh, κ3 = eh, η3 = fh, κ4 = gh (B.2)

where a, b, c, d, e, f and g are free parameters between -1 and 0. This is different

from (3.67), but has the one-to-one correspondence:

α1 = a, α2 = b, α3 = c, α4 = d, α5 = e, α6 = f, α7 = g (B.3)

The coefficients are given on the following page, where N
(4)
1 is expressed simply

as n1. The same is done for the other coefficients.
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